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AU-DELÀ DE LA CONTROVERSE

J usqu’à présent, le débat sur les gaz de schiste au Québec a été 
dominé, avec raison, par la question environnementale. Cependant, 

on ignore encore beaucoup de choses au sujet des risques et de 
l’impact à court, moyen et long terme de la fracturation hydraulique. 
Malgré ces réserves bien réelles, l’industrie continue de se développer 
à un rythme accéléré dans le reste de l’Amérique du Nord. Elle est en 
voie d’exploser également en Europe et en Asie, surtout en Chine.

Pour comprendre la situation, il faut regarder au-delà de nos frontières. 
Voilà pourquoi La révolution des gaz de schiste présente une description 
du panorama énergétique mondial actuel. Il s’attarde aussi à l’aspect 
plus scientifique de l’exploitation de cette ressource, de la géologie aux 
risques environnementaux, et décrit les activités d’exploration et 
d’exploitation de cette ressource à travers le monde. Enfin, il fait état 
des différents modèles économiques qui encadrent l’exploitation des 
hydrocarbures dans le monde développé et des particularités qui 
devraient être appliquées dans le cas des gaz de schiste. 

Pour les opposants à l’implantation des gazières au Québec, cette 
dernière section semblera prématurée. L’auteur pense, qu’au 
contraire, il faut discuter au plus vite du modèle économique que le 
Québec veut suivre. Plus on attendra, plus son implantation risque 
de coûter cher, car les gazières auront alors eu tout le temps d’établir 
un rapport de forces légal et politique, basé sur une évaluation encore 
plus précise des ressources disponibles.

Voilà donc le propos de ce livre préparé par un expert indépendant, 
le physicien et universitaire Normand Mousseau dont les deux 
premiers livres parus au cours des dernières années ont connu un 
rayonnement important.

NORMAND MOUSSEAU est professeur de physique à l’Univer-
sité de Montréal et chercheur de renommée internationale. Il 
nourrit une grande passion pour la vulgarisation scientifique. 
Il est l’auteur de Au bout du pétrole, tout ce que vous devez savoir 
sur la crise énergétique et L’avenir du Québec passe par l’indépen-
dance énergétique.

ISBN 978-2-89544-173-1
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ACTING ON 
C L I M A T E 
CHANGE

Solutions 
from Canadian Scholars 



How does ciment microstructure 
evolve?

R. Pellenq



What is the microscopic origin of 
metal dusting?

Chun et al., J. 
Electrochem. Soc. (2002)



kinetics of point defects

M. Eldrup and B.N. Singh, Journal of Nuclear Materials 323 (2003) 346–353.

Accumulation of point defects and their complexes in irradiated metals as 
studied by the use of positron annihilation spectroscopy

annealing behaviour of the PAS parameters for the iron
specimens irradiated at 50 !C and at 100 !C is very
similar. As a consequence, also the variation of the
trapping rates with annealing temperature is very similar
(Fig. 5 and [3]). The changes of the PAS parameters in
different temperature ranges reflect the recovery of the

microstructure during annealing. The following are the
main observations.

In the annealing temperature range of 50 !C to about
250 !C, j3 first increases and then flattens off (Fig. 5)
which suggests that the density and/or the size of the
voids increases and then stays constant. Simultaneously,

Fig. 4. Positron lifetimes and intensities extracted from the lifetime spectra for neutron irradiated Cu and Fe as functions of annealing
temperature. Annealing was done in vacuum and the holding time at each temperature was 50 min. Measurements were carried out at
room temperature. Some of the spectra are shown in Fig. 1. For Cu only two lifetime components can be resolved, while for Fe three
components can be extracted. For iron, the symbols are for irradiation at 50 !C while the lines represent results for irradiation at
100 !C [13]. For copper, irradiations were carried out at 100 !C [3]. The shaded bands indicate the temperature of the recovery stage V
in the two metals.

Fig. 5. Positron trapping rates into defects in neutron irradiated Cu and Fe as functions of annealing temperature. The trapping rates,
calculated from the data in Fig. 4 by using the !trapping model’, are measures of defect densities [3,13].

350 M. Eldrup, B.N. Singh / Journal of Nuclear Materials 323 (2003) 346–353

9-14 
vacancies

40-50 
vacancies



Growth of nanostructures

A. Vailionis, B. Cho, G. Glass, P. Desjardins, D. G. Cahill, and J. E. Greene, Phys. Rev. Lett.
85, 3672 (2000).

Growth of Ge on Si 
leading to the formation of 
pyramids through Asaro-
Tiller-Grinfeld instability. 

Figure 2: Image STM de l’évolution de la surface durant la croissance de Ge sur Si(001) par

instabilité ATG. De a) à d), on passe de 2.8 à 4.0 ML (mono-couches). On voit des pré-pyramides

de a) à c) et une pyramide à d). Image tirée de [13], adaptée de [20].

volumineuses, des facettes ({105}), donnant naissance à des pyramides tronquées. On voit

un exemple à la figure 2. Terso� et al. [21] expliquent ce phénomène en supposant que

l’orientation {100} du SiGe n’est pas une véritable facette. Autrement dit, que l’anisotropie

de l’énergie de surface permet toutes les orientations proche de {100}, alors que {105}

constitue la première vraie facette. Ils trouvent deux états métastables (pré-pyramides et

pyramides tronquées) pour une certaine plage de volumes, la pyramide étant avantagée

énergiquement, avec une barrière énergétique pour e�ectuer la transition de premier ordre.

Lorsque le volume devient plus grand que cette plage, la barrière disparâıt et la pré-pyramide

devient automatiquement une pyramide.

Jusqu’à présent, seul le Si(100) a été abordé. Le cas du Si(111) est plutôt surprenant. Le

SiGe sur une surface (111) a [22] une énergie élastique environ 20 % plus basse que sur une

surface (100). On se serait donc attendu à observer l’instabilité ATG plus rapidement avec

l’orientation 111. Ce n’est cependant pas ce qui est observé expérimentalement. Il semble

9

Figure 12: Images par microscopie électronique par transmission en coupe d’une (a) pyramide,

(b) d’un dôme et (c) d’une grange. Image tirée de [32].

du mécanisme menant à la formation de ces dislocations l’est. La croissance de ces ı̂les est

essentiellement verticale, sauf lors de ”sauts” latéraux associés à des changements rapides

dans la forme des ı̂les lors de la création de chaque nouvelle dislocation.

Quand le volume d’une ı̂le devient trop grand, une dislocation se produit, la relaxant

considérablement. Elle devient donc un site préférentiel pour la croissance en comparai-

son des autres ı̂les aux alentours qui sont toujours cohérentes. Elle augmentera donc de

volume dans la région où le stress a été réduit (verticalement) jusqu’à ce que la tension
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Kinetics of disordered systems

How do glasses relax at 
low T?

What are the defects?

What is the impact of 
impurities (e.g.: H in Si)

How do we understand 
the Si/SiO2 interface?



Outline

1. The challenge of simulating over multiple time scales. Energy landscapes. 
The transition state theory. Overview of various methods for breaching 
these time scales.

2. Solving the problem for simple systems. The kinetic Monte Carlo 
approach. Various accelerated molecular dynamics methods. 

3. Off-lattice kinetic Monte Carlo methods. The kinetic Activation-
Relaxation Technique (part 1). Basic concepts. Searching for saddle points. 
Toplogical analysis. Constructing an event catalog.

4. The kinetic Activation-Relaxation Technique (part 2). Handling flickers. 
Limitations of current accelerated methods. Extending to large systems. 
Coming developments.



The challenges

Thermodynamics
Kinetics



Thermodynamics

We need to sample correctly the phase space

access all relevant points in phase space
establish their relative probability or, better, their 
absolute probability



Kinetics

We need to establish the dynamical evolution of the 
system

focus on out-of-equilibrium property
describe accurately the dynamical relation 
between points in phase space



Equilibrium/Quasi-equilibrium systems
Defects
Polymers
Multiphase materials

Out-of-equilibrium processes
Growth processes
Self-Assembly
Chemical reactions
Glasses

The challenges

Difficult to identify the 
states, to establish 
their relative weight

How to find the 
pathways? How to 
access the right time 
scale?



Energy landscapes
Energy

Atoms vibrate at 1012 Hz

The evolution can occur 
on any scale

Generic problem: How to explore the space of variables of a 
high dimensional cost function?

x
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In case of discrete systems, it is easy to identify basic mechanisms: 

Once barriers are known, it is possible to accelerate the dynamics 

Swendsen and Wang ⇒ Flip of spin clusters
Voter, Barkema et al. ⇒ Rare event dynamics

Can we do the same thing for continuous systems ? 

Spin networks ⇒ Spin flip

Adatom at surface ⇒ Atomic jump

Sampling states : discrete systems
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But surfaces are not always symmetrical nor discrete



Molecular dynamics

Monte Carlo

What are they?  
What are their differences/
similarities? 
Ensemble?

Standard approaches (at atomic scale)



(Free) Energy landscapes

Let us go back to the landscape

entropy 
state 
thermal vibrations



Transition State Theory

TST Escape rate is the equilibrium 
flux through the dividing surface

Marcelin (1915), Eyring and Wigner (1930s)

35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!

where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by

n5F kBT2pm G1/2F E
well
exp$2@W~x !2W~xm!#/kBT%dxG21

.

~2!
The integral in Eq. ~2! runs between two transition sites a
distance L apart, say from xb2L to xb , via the equilibrium
site at xm . W(x) is the ‘‘potential of mean force’’:

W~x !5E
xm

x
^ f ~l!&l5x8dx8, ~3!

where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.

DS DE DE DE(0) ln G0 ln G0

~TI! ~TI! ~MD! ~TI! ~MD!

J 1.1~0.2! 0.51~0.02! 0.49~0.01! 0.50 2.9~0.2! 3.0~0.2!
X 4.9~0.6! 0.74~0.02! 0.70~0.04! 0.73 6.5~0.6! 6.1~0.7!
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k     :  Crossing rate 
!    :  Transmission coefficient 
ν    :  Attempt frequency 
ΔW :  Activation energy

Wbas

Wsad

ΔW = Wbas - Wsad
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The rate is
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find the explicit MD and the TST/TI calculations to be in
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Transition State Theory

35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!

where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by

n5F kBT2pm G1/2F E
well
exp$2@W~x !2W~xm!#/kBT%dxG21

.

~2!
The integral in Eq. ~2! runs between two transition sites a
distance L apart, say from xb2L to xb , via the equilibrium
site at xm . W(x) is the ‘‘potential of mean force’’:

W~x !5E
xm

x
^ f ~l!&l5x8dx8, ~3!

where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.

DS DE DE DE(0) ln G0 ln G0

~TI! ~TI! ~MD! ~TI! ~MD!

J 1.1~0.2! 0.51~0.02! 0.49~0.01! 0.50 2.9~0.2! 3.0~0.2!
X 4.9~0.6! 0.74~0.02! 0.70~0.04! 0.73 6.5~0.6! 6.1~0.7!
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35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!
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The attempt frequency is defined as

Where W(x) is the potential of mean-force 

where the averaged over the force is taken along the reaction  
pathway defined by the reaction coordinate λ
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Transition State Theory
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for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13
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where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by
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where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.
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While the transmission coefficient is given by



Computing the pre-factor : 
The harmonic approximation
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where

In the harmonic approximation, the entropy is related to the 
phonon frequencies and the prefactor becomes:
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Computing the pre-factor : 
A constant value

ers changes in the coordination of the atoms, obtained
through bond breaking and binding. Analyzing the more than
40 000 events generated here, we find more than 2000 differ-
ent types of topological events. Of those, we discuss below
only the events that occurred more than 1% of the time;
about 400 times in our sequence. Only five types of event
satisfy this criterion.
As in previous simulations, the most common event we

find, representing about 20% of all generated events, is the
Wooten-Winer-Weaire !WWW" bond exchange mechanism
!or abacbd, in our notation", introduced almost 20 years ago
in the sillium model !see Fig. 10". Since then, this mecha-
nism has been seen both in crystalline and amorphous
materials.14,26–30
Figure 11 shows the energy and Hamming distance distri-

bution for this mechanism. Because of the frequency of this
mechanism, it might not be surprising to find that both the
energy and Hamming distance distributions follow closely
those obtained for the whole set of events. These distribu-
tions underline once more, nevertheless, the rôle of strain in
determining the activation barrier for a given mechanism: the
same topological jump can lead to a new configuration with
an energy varying by as much as 6 eV.

The topological nature of the other four dominant events
is also shown in Fig. 12. The class abc is associated with a
bond jumping from on pair of atoms to the next. ab repre-
sents a bond breaking at the saddle point and reforming. It
does not involve any topological change and is responsible
for the low-energy peak in the asymmetry energy distribu-
tion. As such it is not very interesting. Finally, the two other
classes are modifications on the three most common types.

FIG. 9. Distribution of the entropy barrier at the saddle point
evaluated in the harmonic limit, for 50 different events selected at
random.

FIG. 10. A typical WWW-type event. The dark atoms change
their coordination during the event, the medium gray move by more
than 0.1 Å during the event and the light gray atoms are near neigh-
bors of the atoms involved.

FIG. 11. Top: Energy distribution for the 8000 WWW-type
events. Solid line: distribution at the saddle point; dotted line: dis-
tribution of the asymmetry energy. Bottom: Distribution of the
Hamming distance to the initial minimum at the saddle point !solid
line" and the final minimum !dashed line".

FIG. 12. The five most common types of events, according to
our topological classification. The full lines represent a bond
present in the initial configuration and the dotted lines a bond
present in the final configuration.

FRANCIS VALIQUETTE AND NORMAND MOUSSEAU PHYSICAL REVIEW B 68, 125209 !2003"

125209-6

Francis Valiquette and Normand Mousseau, Phys. Rev. B 68, 125209 (2003)

Amorphous silicon



TST : The simplified version
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TST: Approximations

we need to know:  
 1. Knowledge of saddle points 
 2. Prefactor 
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Appropriate when: 
 1. Uncorrelated jumps 
 2. High barriers wrt kBT 
 3. No diffusive mechanisms 

Prefactor approximation 
 1. Homogeneous 
 2. Well-separated pathways 



Failures

Pawel Koziatek, Jean-Louis Barrat, Peter Derlet, and David Rodney
Phys. Rev. B 87, 224105 (2013

Inverse Meyer-Neldel behavior for activated processes in model glasses KOZIATEK, BARRAT, DERLET, AND RODNEY PHYSICAL REVIEW B 87, 224105 (2013)
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FIG. 1. (Color online) Distributions of (a) activation energies and
(b) attempt frequencies in glasses quenched at different rates. The
inset in (b) shows the distribution of eigenfrequencies (vibrational
density of states) in the initial quenched glasses.

of thermally activated events in a Lennard-Jones glass. We
considered an equimolar mixture of 4000 atoms interacting
with the well-known Wahnström potential.17 Usual reduced
units are used throughout the paper: ϵAA, σAA, and τAA =
σAA

√
mA/ϵAA. Glasses of density 1.2 were prepared by

quenching a high-temperature liquid at different quench rates.
Quenches were performed at constant volume with periodic
boundary conditions (for details, see Ref. 18). The quench rate
ranged from 6 × 10−2 down to 6 × 10−5τ−1

AA. The potential
energy landscape of the quenched glasses was explored using
ART, as implemented in Ref. 19. Random searches were
iterated until at least 1000 distinct saddles were found for
each configuration. Eigenfrequencies were then determined
by diagonalizing the Hessian matrix of the four initial
configurations and of each activated state.20

Figure 1 shows distributions of activation energies and at-
tempt frequencies. Distributions of activation energies have the
usual shape6,7,18,19 with a systematic trend: glasses quenched
more slowly have a smaller density of low activation energies,
or, in other words, distributions of activation energies shift
towards higher energies in better-relaxed glasses. This effect
is expected from a simple picture of the potential energy

landscape where deeper energy minima are surrounded by
higher activation energies.

Figure 1(b) shows the distributions of attempt frequencies.
The range of attempt frequencies is very large, spanning ten
orders of magnitude, in contrast with the usual assumption
of a constant attempt frequency. By comparison with the
distributions of eigenfrequencies (vibrational densities of
states) in the initial quenched glasses shown in the inset of
Fig. 1(b), attempt frequencies span a wider range than normal
modes, in both the high- and low-frequency limits. Also, in
contrast with the vibrational densities of states that are not
strongly affected by the quench rate,21 the attempt frequencies
show a clear trend: glasses quenched more slowly have lower
attempt frequencies, or, in other words, distributions of attempt
frequencies shift towards lower frequencies in better-relaxed
glasses. For typical Lennard-Jones parameters, the time unit
τAA is on the order of 1 × 10−12 to 1 × 10−13 s. The higher
frequencies in the distributions are therefore in the range of
the usual estimate of attempt frequencies, but the rest of the
distribution is much lower. In a related work, Kopsias and
Theodorou22 found activation entropies spanning 10k, i.e.,
attempt frequencies spread over four orders of magnitude. The
reason for this smaller range is presumably that the entropies
were calculated on sequences of connected minima, rather than
more exhaustive samplings from given configurations as done
here.

We consider in Fig. 2 the relation between the activation
energy of an event and its attempt frequency. This plot
confirms the large energy and frequency ranges as well as
the trends mentioned above; that is, activation energies shift
towards higher energies and attempt frequencies towards
lower frequencies in glasses quenched more slowly. Also,
although scatters are large, we see that the logarithm of the
attempt frequency tends to decrease linearly with increasing
attempt frequency. We computed Pearson’s product-moment
correlation coefficient and found that it increases (in absolute
value) with decreasing quench rates, indicating an increasingly
clear linear relation in glasses quenched more slowly. A best
fit of the data in Fig. 2 using an exponential function yields
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of thermally activated events in a Lennard-Jones glass. We
considered an equimolar mixture of 4000 atoms interacting
with the well-known Wahnström potential.17 Usual reduced
units are used throughout the paper: ϵAA, σAA, and τAA =
σAA
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mA/ϵAA. Glasses of density 1.2 were prepared by

quenching a high-temperature liquid at different quench rates.
Quenches were performed at constant volume with periodic
boundary conditions (for details, see Ref. 18). The quench rate
ranged from 6 × 10−2 down to 6 × 10−5τ−1

AA. The potential
energy landscape of the quenched glasses was explored using
ART, as implemented in Ref. 19. Random searches were
iterated until at least 1000 distinct saddles were found for
each configuration. Eigenfrequencies were then determined
by diagonalizing the Hessian matrix of the four initial
configurations and of each activated state.20

Figure 1 shows distributions of activation energies and at-
tempt frequencies. Distributions of activation energies have the
usual shape6,7,18,19 with a systematic trend: glasses quenched
more slowly have a smaller density of low activation energies,
or, in other words, distributions of activation energies shift
towards higher energies in better-relaxed glasses. This effect
is expected from a simple picture of the potential energy

landscape where deeper energy minima are surrounded by
higher activation energies.

Figure 1(b) shows the distributions of attempt frequencies.
The range of attempt frequencies is very large, spanning ten
orders of magnitude, in contrast with the usual assumption
of a constant attempt frequency. By comparison with the
distributions of eigenfrequencies (vibrational densities of
states) in the initial quenched glasses shown in the inset of
Fig. 1(b), attempt frequencies span a wider range than normal
modes, in both the high- and low-frequency limits. Also, in
contrast with the vibrational densities of states that are not
strongly affected by the quench rate,21 the attempt frequencies
show a clear trend: glasses quenched more slowly have lower
attempt frequencies, or, in other words, distributions of attempt
frequencies shift towards lower frequencies in better-relaxed
glasses. For typical Lennard-Jones parameters, the time unit
τAA is on the order of 1 × 10−12 to 1 × 10−13 s. The higher
frequencies in the distributions are therefore in the range of
the usual estimate of attempt frequencies, but the rest of the
distribution is much lower. In a related work, Kopsias and
Theodorou22 found activation entropies spanning 10k, i.e.,
attempt frequencies spread over four orders of magnitude. The
reason for this smaller range is presumably that the entropies
were calculated on sequences of connected minima, rather than
more exhaustive samplings from given configurations as done
here.

We consider in Fig. 2 the relation between the activation
energy of an event and its attempt frequency. This plot
confirms the large energy and frequency ranges as well as
the trends mentioned above; that is, activation energies shift
towards higher energies and attempt frequencies towards
lower frequencies in glasses quenched more slowly. Also,
although scatters are large, we see that the logarithm of the
attempt frequency tends to decrease linearly with increasing
attempt frequency. We computed Pearson’s product-moment
correlation coefficient and found that it increases (in absolute
value) with decreasing quench rates, indicating an increasingly
clear linear relation in glasses quenched more slowly. A best
fit of the data in Fig. 2 using an exponential function yields
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FIG. 2. (Color online) Relation between activation energy and
attempt frequency within the hTST for thermally activated transitions
in glasses quenched at different rates. For the sake of clarity, only two
quench rates are shown.
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TST

Beyond trivial results as a function of temperature

For thermodynamics : need entropy of each state + state

For kinetics : even with constant prefactors, competing phenomena, 
may lead to complex changes



Many methods have been proposed

There are many approaches to increase the efficiency of sampling the phase space 
of slow systems :

‣ parallel tempering 
‣ entropic sampling 
‣ transition path sampling 
‣ hyper molecular dynamics 
‣ temperature-assisted dynamics 
‣ biased methods such as Laio and Parrinello

The methods have provided important results. There are still problems with complex 
materials with continuous distribution of barriers



Replica-exchange MD

1.launch n molecular dynamical simulations in parallel, at n 
different temperatures2.at regular intervals, try an exchange of configurations between 
two adjacent temperatures using a Metropolis accept-reject 
criterion

II. Simulation Details
1. OPEP Force Field. Since the OPEP force field and its

parameters are described in details elsewhere,20 we limit
ourselves to a few comments. OPEP’s description includes all
heavy backbone atoms and uses a single bead to represent the
side chains of all amino acids, except the proline side chain
where three beads are taken into account. Although a reduced
representation cannot offer the structural precision of all-atom
molecular mechanics36 and spectroscopic37 force fields, the
OPEP analytical form is sufficiently rich to predict lowest energy
states of peptides consistent with experiment.38,22,39 The ap-
plicability of OPEP in folding was recently revisited on the 60-
residue B domain of protein A, and we found that ART-OPEP
simulations recovered the experimental three-helix bundle
starting from random states, but also explained the observed
shift to another topology upon mutations.40

Solvent effects are incorporated directly into the interaction
parameters, through a hydrogen-bonding potential consisting of
two-body and four-body terms, and a pairwise contact potential
between side-chains represented by either a 12-6 potential or
a 6-potential.20 In this work, we use the standard OPEP potential
for all systems, except for the alanine-based peptides and the
zinc-finger motif (BBA), where the simulations are repeated
with the 12-6 potential replaced by the desolvation potential

where

with r the distance and rcm the van der Waals radius between
two particles, rssm ) rcm + 3 Å (where 3 Å is the diameter of
a water molecule).

The interaction U is dependent on the desolvation barrier
height (ϵdb) and the depth of the solvent-separated minimum
(ϵssm). For the alanine-based and BBA systems, we use ϵdb )
0.1ϵ and ϵssm ) 0.2ϵ, with ϵ equal to the OPEP ϵij parameter
defined in eq 6 of ref 20, and following previous studies,41,42 k
) 6, m ) 3, and n ) 2.

2. Replica Exchange Molecular Dynamics. The replica
exchange algorithm, implemented in our code, was first
proposed by Marinari and Parisi for spin glasses.43 Later, Sugita
and Okamoto coupled the scheme with MD to construct the
free energy landscape of proteins.8 The algorithm is simple and
easily parallelisable. N MD runs or replicas are launched at
different T. At regular intervals, configurations are exchanged
between two adjacent Ti and Tj with a probability given by
eq 3,

where Ei is the configurational energy in replica i.
This procedure allows the system to escape from local basins

and explore, with the proper thermodynamical weight, the
energy landscape. In practice, the efficiency of REMD decreases
with the number of atoms since the adjacent temperatures must
be close to ensure overlaps in the configurational energy
distributions. This limitation strongly favors the use of implicit
solvent and coarse-grained representation, which in addition
makes each time-step much less costly.

In the simulations reported here, MD is performed in an open
box with the temperature controlled by Berendsen’s thermostat44

with a coupling time of 500 fs. A time-step of 1.5 fs is used,
and the RATTLE45 algorithm is applied with a tolerance of
10-6 for the bond length constraints and 10-12 for the relative
velocities of the pairs of the bounded atoms. Because of the
important mass difference between the H atom and the side-
chain beads, a rapid kinetic energy transfer from the heavy to
the light atoms can cause instabilities. To circumvent this
problem, we reassign the H atom velocity to that of the N amide
whenever the velocity on H corresponds to a displacement of
more than 15% of the N-H bond length. Geometric corrections,
that is, resetting the total momentum and total angular momen-
tum to zero, are made every 500 time-steps.

For REMD, we use a logarithmic temperature distribution
with 10-16 replicas ranging from about 200 to 500 K.
Exchanges are attempted every 10 000 time-steps, leading to
an acceptation rate between 20 and 50%.

3. Analysis. In addition to ensuring a better sampling of
conformational space, the REMD data can serve to establish
the phase diagram through the use of reweighting methods. Here,
we use the PTWHAM version (weighted-histogram method for
parallel tempering) to take into account the correlations between
the REMD trajectories.46 The main advantage of reweighting
methods is that it is possible to fully determine the T-dependence
of various quantities, and by following the evolution of these
thermodynamical properties as a function of time, we can qualify
the convergence of the simulations with good precision, an
essential step for establishing the internal consistency of our
results. The details of the PTWHAM algorithm can be found
in the original paper.46

In what follows, secondary structure analysis is performed
using the STRIDE program.47 All generated conformations are
clustered recursively using the C R root-mean square deviations
(rmsd) as follows. After computing the list of neighbors for all
conformations, we identify the structure with the largest number
of neighbors with a rmsd of 2.5 Å. The members of this largest
cluster are removed, and the procedure is repeated until all
conformations are clustered.

III. Results
A. Alanine-based Peptides. The first peptide studied is

(AAQAA)3 blocked by Ace and NH2. Starting from the random
state shown in Figure 1a, we explore its structural and
thermodynamical properties by a single 100 ns REMD simula-
tion using 12 replicas between 190 and 410 K. The plots of the
rmsd with respect to the starting structure (panel c) and the heat
capacity as a function of T (panel d) show convergence for
multiple independent time intervals. Figure 1b shows the
calculated residue helicity at 269 K in comparison with that
derived from NMR chemical shift measurements at 274 K.48

Overall, the simulation yields a helix content of 28.3% versus

U(r,rcm, ϵ, ϵdb, ϵssm) )

{
ϵZ(r)[Z(r) - 2] for r < rcm

CY(r)n[Y(r)n/2 - (rdb - rcm)2n/2n] + ϵdb

for rcm e r < rdb

-B[Y(r) - h1][Y(r)m + h2] for r g rdb

(1)

Z(r) ) (rcm/r)k

Y(r) ) (r - rdb)
2

C ) 4n(ϵ + ϵdb)/(rdb - rcm)4n

B ) mϵssm(rssm - rdb)
2(m-1)

h1 ) (1 - 1/m)(rssm - rdb)
2/(ϵssm/ϵdb + 1)

h2 ) (m - 1)(rssm - rdb)
2m/(1 + ϵdb/ϵssm),

(2)

p(i, j) ) min{1.0, exp[ 1
kBTi

- 1
kBTj](Ei - Ej)} (3)
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REMD accelerates sampling (in some cases) for the cost of losing 
dynamical information.
REMD still provides thermodynamical information



Accelerating time
Part 2



Outline

1. The challenge of simulating over multiple time scales. Energy landscapes. 
The transition state theory. Overview of various methods for breaching 
these time scales.

2. Solving the problem for simple systems. The kinetic Monte Carlo 
approach. Various accelerated molecular dynamics methods. 

3. Off-lattice kinetic Monte Carlo methods. The kinetic Activation-
Relaxation Technique (part 1). Basic concepts. Searching for saddle points. 
Toplogical analysis. Constructing an event catalog.

4. The kinetic Activation-Relaxation Technique (part 2). Handling flickers. 
Limitations of current accelerated methods. Extending to large systems. 
Coming developments.



Transition State Theory

Marcelin (1915), Eyring and Wigner (1930s)

35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!

where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by

n5F kBT2pm G1/2F E
well
exp$2@W~x !2W~xm!#/kBT%dxG21

.

~2!
The integral in Eq. ~2! runs between two transition sites a
distance L apart, say from xb2L to xb , via the equilibrium
site at xm . W(x) is the ‘‘potential of mean force’’:

W~x !5E
xm

x
^ f ~l!&l5x8dx8, ~3!

where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.

DS DE DE DE(0) ln G0 ln G0

~TI! ~TI! ~MD! ~TI! ~MD!

J 1.1~0.2! 0.51~0.02! 0.49~0.01! 0.50 2.9~0.2! 3.0~0.2!
X 4.9~0.6! 0.74~0.02! 0.70~0.04! 0.73 6.5~0.6! 6.1~0.7!
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k     :  Crossing rate 
!    :  Transmission coefficient 
ν    :  Attempt frequency 
ΔW :  Activation energy

Wbas

Wsad

ΔW = Wbas - Wsad

35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!

where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by

n5F kBT2pm G1/2F E
well
exp$2@W~x !2W~xm!#/kBT%dxG21

.

~2!
The integral in Eq. ~2! runs between two transition sites a
distance L apart, say from xb2L to xb , via the equilibrium
site at xm . W(x) is the ‘‘potential of mean force’’:

W~x !5E
xm

x
^ f ~l!&l5x8dx8, ~3!

where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.

DS DE DE DE(0) ln G0 ln G0
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The rate is

35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!

where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by

n5F kBT2pm G1/2F E
well
exp$2@W~x !2W~xm!#/kBT%dxG21

.

~2!
The integral in Eq. ~2! runs between two transition sites a
distance L apart, say from xb2L to xb , via the equilibrium
site at xm . W(x) is the ‘‘potential of mean force’’:

W~x !5E
xm

x
^ f ~l!&l5x8dx8, ~3!

where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.

DS DE DE DE(0) ln G0 ln G0

~TI! ~TI! ~MD! ~TI! ~MD!
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Transition State Theory

Boisvert, Mousseau and Lewis, PRB 58,  12667 (1998)

The law of compensation or the 
Meyer-Neldel Rule: 

W. Meyer and H. Neldel, Z. Tech. 
Phys (Leipzig )12, 588 (1937). 

Cu on Cu (EAM) with two 
mechanisms: 

- Jump
- Exchange

(Feibelman, end of 1980’s)

35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!

where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by

n5F kBT2pm G1/2F E
well
exp$2@W~x !2W~xm!#/kBT%dxG21
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The integral in Eq. ~2! runs between two transition sites a
distance L apart, say from xb2L to xb , via the equilibrium
site at xm . W(x) is the ‘‘potential of mean force’’:

W~x !5E
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^ f ~l!&l5x8dx8, ~3!

where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.

DS DE DE DE(0) ln G0 ln G0

~TI! ~TI! ~MD! ~TI! ~MD!

J 1.1~0.2! 0.51~0.02! 0.49~0.01! 0.50 2.9~0.2! 3.0~0.2!
X 4.9~0.6! 0.74~0.02! 0.70~0.04! 0.73 6.5~0.6! 6.1~0.7!
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35% and the prefactors by a factor of ;1.8. Here we reex-
amine the problem in the case of Cu diffusion on Cu~100!,
for which detailed MD simulations with EAM potentials
have recently been reported;7 EAM provides a rather accu-
rate description of the energetics of Cu. The TI is performed
in full using MD, solving directly the TST equations. We
find the explicit MD and the TST/TI calculations to be in
very close agreement for both the prefactor and the energy
barrier. The free-energy barrier, in addition, is found to de-
pend linearly on temperature, confirming the validity of the
Arrhenius law over a wide range of temperatures. Our results
establish unambiguously the equivalence of the two meth-
ods, thus providing a useful framework for the calculation of
diffusion constants.
In the TST, the rate of reaction from one equilibrium site

to another, via a saddle point, is given by13

k5k•kTST , kTST5ne2DW/kBT, ~1!

where k is the transmission coefficient ~or ‘‘recrossing
rate’’! and kTST is the TST rate constant. DW is the activa-
tion free energy; the prefactor n , the frequency at which the
reaction is attempted, is given by

n5F kBT2pm G1/2F E
well
exp$2@W~x !2W~xm!#/kBT%dxG21

.

~2!
The integral in Eq. ~2! runs between two transition sites a
distance L apart, say from xb2L to xb , via the equilibrium
site at xm . W(x) is the ‘‘potential of mean force’’:

W~x !5E
xm

x
^ f ~l!&l5x8dx8, ~3!

where ^ f (l)& is the mean force that must be applied in order
to constrain the particle at position l along the reaction path;
evidently ^ f & is zero if x5xm or x5xb . W can be obtained
numerically by calculating the mean force at several points
along the diffusion path using constrained MD.14
The TI calculations were carried out using MD and EAM

potentials. As in Ref. 7, the surface was modeled by a slab
consisting of eight layers, each containing 64 atoms, with the
bottom two fixed in their equilibrium lattice positions; peri-
odic boundary conditions were applied in the two lateral di-
rections. We investigate here the four temperatures 100, 300,
500, and 800 K; this will permit a comparison with our ear-
lier MD calculations, which covered the range 650–850 K.7
Most calculations were done in the NVT ensemble, using a
Nosé thermostat to control the temperature;15 however, we
have also done some calculations in the NVE ensemble to
assess the effect of the thermostat. At each point along the

reaction path, the system was first equilibrated for 48 ps,
then statistics accumulated for a further 120 ps. At the high-
est temperatures, the atoms lying close to that undergoing
diffusion were attached to their equilibrium positions with
harmonic springs. Several values of the spring constant were
examined and the mean force obtained by extrapolating to
zero.16
The transmission coefficient k is given by

k5^Q@x~1t !2xb#2Q@x~2t !2xb#& t@tvib
, ~4!

where tvib is a time characteristic of atomic vibrations and Q
is the Heaviside step function. k was obtained by averaging
over 100 different initial configurations, taken at 1.2 ps in-
tervals from a MD run with the adatom constrained at the
saddle point. Each of these was run for 1.2 ps both backward
and forward in time.17
We plot in Fig. 1~a! the activation free energies DW as a

function of temperature for both mechanisms possible on this
surface, viz., jump and exchange; the static ~0 K! values are
also indicated. In both cases, DW is very well represented by
a linear function of temperature, i.e., DW5DE2TDS ,
where DE and DS are both, effectively, temperature indepen-
dent. The values of DE and DS are listed in Table I along

FIG. 1. ~a! Activation free energy vs temperature for jumps
~squares, dashed line! and exchanges ~circles, full line!; the lines are
linear fits to the finite-temperature points. ~b! Attempt-to-diffuse
frequencies vs temperature; the lines are the predictions of the
simple model discussed in the text. ~c! Transmission coefficients vs
temperature.

TABLE I. Comparison between TI and MD results for the jump ~J! and exchange ~X! diffusion activation
barriers DE ~in eV! and rate prefactors G0 ~in THz!; also given are the entropy DS ~in kB) and the static
energy barrier, DE(0). Estimated errors are given in parenthesis.

DS DE DE DE(0) ln G0 ln G0

~TI! ~TI! ~MD! ~TI! ~MD!

J 1.1~0.2! 0.51~0.02! 0.49~0.01! 0.50 2.9~0.2! 3.0~0.2!
X 4.9~0.6! 0.74~0.02! 0.70~0.04! 0.73 6.5~0.6! 6.1~0.7!
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Simplifying the search

Reduce phase space to trajectories between minima going through 
saddle points

Saddle

Minimum



A few definitions...



Example: Finding barriers with ART nouveau

1) Leave the harmonic basin; 
threshold determined by value of 
lowest curvature

2) Push the configuration up along 
the corresponding direction;
energy is minimized in the 
perpendicular hyperplane;
can converge to the saddle point 
with any desired precision

3) Minimize the energy;
bring the configuration into a 

    new minimum
Barkema & Mousseau, Phys. Rev. Lett. 77 (1996);

Malek & Mousseau, Phys. Rev. E 62 (2000); 

The activation-relaxation technique is defined in three steps. 



Generating an event

ART nouveau can be used to identify barriers

1. Start from a local minimum

2. Select the atom in the center of the local topological region; displace this atom and its 
neighbours slowly.

 
3. Follow this direction until an eigenvalue become negative.
 

4. Push along the corresponding eigenvector until total force is zero. (Saddle point)

5. Converge to a new minimum (event). 

6.  Assign the event to the atom that has moved most. 

 
7. Repeat, from (2)  a desired number of times.

8. Move to the next atom and start at (2)



Lanczos 
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FIG. 15. Dependence with system size of the efficiency of the
ARTn method: Comparison between the global deformation and the
defect-centered deformation with two different deformation-sphere
radii.

steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0

b1 a1 b2 · · · 0

0 b2 a2 · · · 0

0
. . .

. . . · · · 0

0 bl−2 al−2 bl−1

0 0 bl−1 al−1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (B7)

The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
δ2
L

)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL

+ O
(
δ3
L

)
. (B9)
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The Hessian matrix is defined as

It is possible to extract its lowest eigenvalue and corresponding eigenvector through 
an iterative process first proposed by Lanczos. We first generate a random vector u0 
and compute u1 from:
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FIG. 15. Dependence with system size of the efficiency of the
ARTn method: Comparison between the global deformation and the
defect-centered deformation with two different deformation-sphere
radii.

steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0

b1 a1 b2 · · · 0

0 b2 a2 · · · 0

0
. . .

. . . · · · 0

0 bl−2 al−2 bl−1

0 0 bl−1 al−1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (B7)

The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
δ2
L

)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL

+ O
(
δ3
L

)
. (B9)
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ARTn method: Comparison between the global deformation and the
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steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0

b1 a1 b2 · · · 0

0 b2 a2 · · · 0

0
. . .

. . . · · · 0

0 bl−2 al−2 bl−1

0 0 bl−1 al−1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (B7)

The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
δ2
L

)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL

+ O
(
δ3
L

)
. (B9)
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and, iterating:

Because the Hessian is symmetric: 
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ARTn method: Comparison between the global deformation and the
defect-centered deformation with two different deformation-sphere
radii.

steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0

b1 a1 b2 · · · 0

0 b2 a2 · · · 0

0
. . .

. . . · · · 0

0 bl−2 al−2 bl−1

0 0 bl−1 al−1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (B7)

The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
δ2
L

)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL

+ O
(
δ3
L

)
. (B9)
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steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0

b1 a1 b2 · · · 0

0 b2 a2 · · · 0

0
. . .

. . . · · · 0

0 bl−2 al−2 bl−1

0 0 bl−1 al−1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (B7)

The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
δ2
L

)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL

+ O
(
δ3
L

)
. (B9)
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FIG. 15. Dependence with system size of the efficiency of the
ARTn method: Comparison between the global deformation and the
defect-centered deformation with two different deformation-sphere
radii.

steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0

b1 a1 b2 · · · 0

0 b2 a2 · · · 0

0
. . .

. . . · · · 0

0 bl−2 al−2 bl−1

0 0 bl−1 al−1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
δ2
L

)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL
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(
δ3
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)
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FIG. 15. Dependence with system size of the efficiency of the
ARTn method: Comparison between the global deformation and the
defect-centered deformation with two different deformation-sphere
radii.

steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0

b1 a1 b2 · · · 0

0 b2 a2 · · · 0

0
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0 0 bl−1 al−1

⎞
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The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
δ2
L

)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL

+ O
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)
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Because of the properties of linear algebra, the lowest eigenvalue (and its 
corresponding eigenvector) comes out exponentially fast from the Lanczos aglorithm. 
By reusing the final eigenvector as u0, only a matrix of 12x12 is sufficient to obtain 
the desired vector and eigenvalue, irrespective of the system’s size.

Moreover, the Hessian does not have to be computed directly, only the forces are 
needed:
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ARTn method: Comparison between the global deformation and the
defect-centered deformation with two different deformation-sphere
radii.

steps to escape from the harmonic basin and therefore many
of these events are rejected. The superiority of the local
deformation shows that the displacement toward the saddle
point is mostly composed of local normal modes.

The most important improvement of the defect-centered
deformation over the global deformation is seen in the depen-
dence with system size of the number of force evaluations per
saddle point, nf , for a constant number of defects (i.e., a linear
decrease in defect density). The number of force evaluations
in global moves is independent of system size, for example,
in amorphous materials. Here, for the global deformation, nf

increases continuously with the number of atoms in the system.
On the other hand, for the defect-centered deformation nf is
almost constant from 129 atoms (4a0 × 4a0 × 4a0 cell) to 5489
atoms (14a0 × 14a0 × 14a0 cell) (see Fig. 15). Note, however,
that nf is not an increasing function of the number of atoms
that are implied in the deformation: nf is indeed larger for
Rc = 3 Å than for Rc = 6 Å (see Fig. 15). This reflects the
fact that the normal modes involved in the activation process
have significant components outside the sphere Rc = 3 Å.

In a study on surface adatom diffusion Pt/Pt(111) using the
dimer and ARTn methods,17 Olsen et al. also showed that nf

increases with the number of atoms in the system, in agreement
with our result for the global deformation. Furthermore, they
reported that the number of distinct minima, nm, depends on
δxA. They mention that for small values of δxA the system can
be trapped in bottlenecks and some saddle points are never
reached. In our system of crystal defects, there is no obvious
correlation between nm and δxA. This correlation is observed
only in the case of local deformation.

APPENDIX B: LANCZOS METHOD IN ARTn

Let H[q0] be the Hessian matrix of the system at the phase-
space point q0:

Hiα,jβ[q0] = ∂2E[q0]
∂qiα∂qjβ

, (B1)

where E[q0] is the energy of the system at point q0. H is a
real and symmetric matrix. For ARTn we need only the lowest
eigenvalue, λ1, and its eigenvector, v1. The Lanczos algorithm
is an efficient way to extract a limited spectrum of eigenvalues
and eigenvectors and it does not require evaluating the full
3N × 3N matrix H. The diagonalization of the full Hessian
matrix is replaced by that of a l × l trigonal matrix (l ≪ 3N ),
and the H matrix needs to be known only in the l-dimensional
space of the Lanczos vectors.

In the following we describe how the Lanczos scheme is
used to calculate λ1 and v1. First of all, we must build the
Lanczos basis in which the H matrix is trigonal. Consider
u0 a random normalized vector in R3N space. The result of
the application of H on u0 can be decomposed as a linear
combination of this random vector and a second normalized
one, u1, orthogonal to u0:

Hu0 = a0u0 + b1u1. (B2)

The application of the Hessian on u1 becomes

Hu1 = a1u1 + b′
1u0 + b2u2, (B3)

where u2 is a normalized vector that is orthogonal to the first
two. Because H is a symmetric matrix,

u1 · (Hu0) = u0 · (Hu1), (B4)

and therefore b1 = b′
1. The full recursion scheme becomes

Huk = akuk + bkuk−1 + bk+1uk+1 (B5)

for 0 < k < l − 1 and the closure of the recursion for k =
l − 1:

Hul−1 = al−1ul−1 + bl−1ul−2. (B6)

In this l-dimensional basis (u0,u1, . . . ,ul−1) the H matrix is
trigonal:

Tl =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 b1 0 · · · 0
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⎞
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The central point of the Lanczos method is that it can be
demonstrated that the lowest eigenvalue of the H matrix,
λ1[H], is the limit of the series λ1[Tl] with l → 3N . Finally,
the eigenvector v1[H] corresponding to the lowest eigenvalue
λ1[H] can be approximated by the eigenvector associated with
the lowest eigenvalue of the Tl , v1[Tl].

The vectors H[q0]u can be calculated by the finite differ-
ence on the forces by performing a Taylor expansion of the
forces around q0 + δLu (δL ≪ 1), a point in the neighborhood
of q0 in the direction u:

H[q0]u = − f(q0 + δLu) − f(q0)
δL

+ O
(
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)
. (B8)

This expansion can also be made, O(δ3
L):

H[q0]u = − f(q0 + δLu) − f(q0 − δLu)
2δL
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Details of the algorithm
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FIG. 2. (Color online) Convergence to a given saddle point for C20 using a pure Lanczós scheme (black line) or the mixed
Lanczós-DIIS method presented in this paper (red line). Panels (a) and (b) show the energy and the norm of the total force
profiles as a function of the cumulative number of force evaluations. Panels (c) and (d) present the lowest eigenvalue and the
number of force evaluations as a function of the step number. The arrows in Panel (a) and (b) indicate the transition in the
ART nouveau algorithm from steps for leaving the harmonic well to a convergence towards the saddle point.

Steps after minimum ∞ ∞+FIRE 10 4 2

⟨f⟩s 5168 4885 689 670 653

Attempted events 2890 3021 2487 2650 2571

New events 949 964 968 971 965

TABLE I. Amorphous silicon (a-Si): Statistic of the number of attempted and new (wrt. previous minimum) events obtained
from eight independent trajectories of 1,000 successful events, each one using Lanczós+DIIS, as a function of the number of the
Lanczós steps after the minimum in the lowest eigenvalue of the Hessian before launching DIIS (see text for details). Symbol
∞ means that only Lanczós method was used. For the ∞+FIRE and the simulations with DIIS, FIRE was used for relaxing
from the saddle to the final minimum. The average number of force evaluation per successful event, ⟨f⟩s, is obtained by dividing
the total number of force calls needed to generate 1000 successful events by this number. Grayed columns results for the pure
Lanczós as well as the parameter set used in the rest of this work.

than that needed for perpendicular minimization, the to-
tal number of force evaluations grows linearly with the
number of steps, and reaches 1488 at convergence.

In the mixed Lanczós+DIIS approach, both the en-
ergy and the forces do not decrease in a monotonically
way once DIIS takes over (indicated by a vertical dashed
line in Fig. 2). This is due to the fact that DIIS is an ex-
trapolation method that treats all directions on an equal
footing, making each iterative step much cheaper than
with Lanczós. Since the direction of negative curvature
is no longer special, we observe a significant gain in the
number of force evaluations needed, which is clearly seen

in the insets of Panels (a) and (b) and in the decrease
of the slope for Panel (d). For this event, Panel (c),
the DIIS method is launched four steps after the lower-
eigenvalue of the Hessian has reached its latest minimum,
as explained below.

C. Force convergence

While forces are formally exact with empirical poten-
tials, they can be converged with various degree of preci-
sion in ab initio but, of course, at ever increasing compu-

E Machado-Charry, LK Béland, D Caliste, L Genovese, NM and P Pochet, J. Chem Phys. (2011).



Features of ART

not sensitive to the real space 
complexity of activated jump nor the 
height of the activation energy barrier, 
which can be very high 

not biased toward pre-determined 
mechanisms

different saddle points existing around our minimum. This

ratio, plotted in Fig. 4, provides a first indication on how

ART selects saddle points. In Fig. 4!a", the distribution is
dominated by a strong peak at low activation energy, fol-

lowed by a fairly extended tail. Surprisingly, most of the

small structure that can be found in 3!a" has been eliminated
in the ratio, indicating that there is fairly little bias toward a

few events in particular but that the selection of an event

over another one is mostly a matter of energy. This can be

seen more clearly in the log-normal distribution plotted in

Fig. 4!b". The result is remarkable: the distribution is well
fitted by an exponential function p(E)#exp(!0.57E) and
the sampling follows a Boltzmann distribution. The same

behavior can be observed for the 13-atom and the 38-atom

clusters, as shown in Fig. 5.

IV. CONCLUSION

The configurational energy landscape of Lennard-Jones

clusters was explored by using the activation-relaxation tech-

nique !ART". Comparing ART with a different sampling

method proposed by Doye and Wales, it does not seem that

ART missed any class of first-order activated paths. Based

on this and extensive simulations, we conclude that ART can

find all first-order saddle points and new minima around a

given minimum, indicating that it is ergodic. The trajectories

it defines, initial minimum–saddle point–final minimum, are

also reversible, indicating that the trajectories found are real

activated paths.

We find, finally, that ART samples the surface energy

landscape according to a Boltzmann distribution, i.e., that the

probability of finding a given saddle point is proportional to

exp(Ebarrier)/E0. The origin of this bias is not yet understood

but this opens the door to real-time activated dynamics in

complex systems.
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FIG. 4. !a" Ratio of the distribution of barriers for all saddle
points generated in a 3000-attempt ART run $Fig. 3!a"% over that of
the different saddle points existing around a minimum $Fig. 3!b"%.
The same distribution is plotted in inset !b" with a log-normal scale.
The dashed line is a fit with slope !0.57. The total energy is given
in unit of & .

FIG. 5. Same as previous figure for the 13-atom and the 38-

atom LJ clusters. The slope of the fitted line is !0.62 and !1.3,
respectively. The total energy is given in units of & .
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very efficient numerically 

seems to sample all classes of 
events (ergodic) 

events are reversible

ART !while about 20% of ART events are also found by

DW".
We can do a similar analysis for the new minima found

by the two methods. Table I shows that in many cases, a

number of different saddle points lead to the same final mini-

mum. Moreover, this degeneracy seems to increase with the

size of the cluster. !The existence of multiple paths connect-
ing two minima is much more common for open systems,

such as clusters, than for bulk materials. In the later case, the

constraints of volume and continuity make it much more

difficult to find many paths connecting two events." For all
cluster sizes, the 3000-trial event ART simulations finds

about three times more minima than the DW method, a ratio

similar to the saddle configurations.

B. Ergodicity and reversibility

It is possible to examine the question of the ergodicity of

ART by extending the simulations described above. In Fig.

1, we trace the number of different saddle points and minima

as a function of trial events in a 20 000-attempt run, using a
single initial minimum as in the previous simulation. The
sampling of minima seems to be complete after about 9000
events and we identify a total of 79 different minima, includ-
ing all those found using the DW method. It takes about 50%

more events to generate all 195 saddle points that can be

found with ART. Here again, all saddle points generated

with DW are found by ART. Although this does not show

formally the completeness of the sets found, the previous

simulation, as well as its comparison with a different tech-

nique, provides a fairly solid base for claiming that ART is

ergodic.

Dynamically, events should also be fully reversible. We

check this in a two-step simulation. First, we check the re-

versibility of the paths from the saddle point. After converg-

ing to a first-order saddle point, we pull the configuration

back very slightly and apply the relaxation routine from

there. For the 3000 ART-generated events on the 13-atom LJ

cluster, all but 10 !0.33%" events relax to the original mini-
mum and these last 10 events converge to a different but

very close local minimum. Saddle points found by ART are

therefore really delineating the boundary of the energy basin

around the initial minimum.

Clearly, paths are fully reversible from their activated

point.

The full trajectory must also be reversible; the initial

minimum, saddle, final minimum sequence should also be

found in the opposite order. For each LJ cluster, we select 20

new local minima, reached in a one-step event from the ini-

tial minimum and check that, indeed, the configuration can

always come back to that state, and that the same saddle

points are found in both directions. This important result

allows us to conclude that the whole pathway between local

minima passing through first-order saddle points is revers-

ible.

C. Stability under change of parameters

In the search for saddle points, a number of factors can

influence the selection of the activation paths. In particular, it

is important to verify that the step size along the direction of

the lowest eigenvalue, in the convergence to the saddle point,

does not result in some events missing. To examine this is-

sue, we perform the same simulation as that described above

for the 13-atom LJ cluster with two different step values:

0.01# and 0.03# . The distribution of energy barriers for all
converged saddle points is given in Fig. 2. All saddle points

found by the 0.01# step are also found by the larger step.

Moreover, the 0.03# seems to better converge to higher en-

ergy barriers. The total number of saddle points reached by

using 0.03# step value is also four times greater than that

found by 0.01# This sheds some light on the workings of the
algorithm. As we follow the eigendirection corresponding to

the lowest eigenvalue, the configuration is in a very narrow

and shallow valley in a high-dimensional space and too

much relaxation perpendicular to this valley can easily bring

it in a region of non-negative curvature. With a larger step

moving away from the minimum, the configuration reaches a

deep valley faster, increasing strongly the rate of conver-

gence. It is clear, here, that this parameter can be adjusted to

optimize the rate of convergence without fear of loosing par-

ticular saddle points.

TABLE I. Number of structurally different saddle points and

new minima !i.e., after eliminating configurational isomers" as a
function of the number of trial directions for the 13-atom, the 38-

atom, and the 55-atom LJ clusters. For DW, all 6N possible direc-

tions are tried. For ART, results presented here are based on 3000-

event runs. Ranges of activation and asymmetry energies !minimum
and maximum" are given in units of $ .

Methods DW ART Common

13-atoms Saddles 17 72 13

New minima 13 44 13

Activation 0.54-3.62 0.54-3.68

Asymmetry !-0.05"-2.75 !-0.05"-3.57
38-atoms Saddles 28 109 23

New minima 21 73 21

Activation 0.26-3.2 0.14-5.66

Asymmetry !-0.88"-2.64 !-1.64"-3.1
55-atoms Saddles 42 151 35

New minima 29 89 29

Activation 0.65-5.98 0.65-9.34

Asymmetry !-1.84"-3.98 !-1.84"-8.22

FIG. 1. Number of different saddle points and minima as a

function of the number of trial events for a 20 000-attempt ART run

the 13-atoms LJ cluster.
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LJ 38 atoms

LJ 38 atoms

that of the previous paragraph, taken from the distribution of

unique events, we find that growth of the total of unique

events as a function of trial can be reproduced with an ex-

ponential bias exp(!!E/A) with A between 0.40 and 0.60,
and a total number of events somewhere between 30 000 and

60 000 or 30–60 different saddle points per atom.

C. Entropy

Having computed the distribution of activation energy

barriers around a minimum, it would be possible to consider

associating a time scale with the events. This can be done

within the framework provided by the transition state

theory.25 For activated mechanisms, the diffusion rate is

given by

D"
g

2"
l2#0e

!!F/kbT, $1%

where g is the number of equivalent diffusion paths, " the

spatial dimension, l the length of the jump, #0 a phonon
frequency, and !F"!E!T!S , the variation in the Helm-
holtz free energy between the transition state and the initial

state.

In order to use the above equation, we need to measure

the change in entropy from the minimum to the transition

state. We can do that using the harmonic approximation:

!S"kbln! &
i"1

3N

# i
(i)

#0 &
i"1

3N!1

# i
(s)" , $2%

where # i
(i) and # i

(s) are the real phonon frequencies at the

minimum and at the saddle point, respectively. Since there

are 3N!1 real frequencies at the transition state, we replace
the imaginary frequency by a typical phonon frequency #0.
Assessing the time scale associated with leaving a given

minimum remains a very expensive task even within the har-

monic approximation as it would be necessary to compute

the entropy associated with each of the 30 000–60 000

saddle points. A simpler approach poses that the entropic

prefactor is independent of the specific event.

We can ascertain the validity of such assumption by com-

puting the distribution of the entropic difference from the

initial minimum to the saddle point. Due to the high cost of

diagonalizing a 3000#3000 matrix, we have applied this
procedure to 50 randomly selected events. As seen in Fig. 9,

the contribution of the entropy to the activation is of the

order of 0.0043 eV/K, with a variation of about 2.5

#10!4 eV/K. The fluctuations in the entropic contributions

to the barrier can therefore affect the attempt frequency by

about a factor 25. To a first approximation, it is therefore

reasonable to consider that the entropy is only a multiplica-

tive constant in the dynamics of the system.

D. Topological classification

In the previous subsections, we have analyzed the prop-

erties of the energy landscape itself. We now turn to the

classification of the events generated around a single mini-

mum. There are many properties that could in principle serve

for the classification. However, most of them, including the

local volume of the event, the change in bond angles and

even the asymmetric energy of the event do not show enough

structure to be helpful. The topological classification used

here is described in detail in Ref. 19. Briefly, it only consid-

FIG. 7. Solid line: Number of unique events as a function of the

number of events sampled. The dashed and the dotted lines show

the number of unique saddle points and final minima as a function

of the number of events sampled.

FIG. 8. Top: Log-normal ratio of all saddles points generated

from minimum 1 over the unique ones only. A histogram for both

distributions is first constructed, as a function of the energy, and the

ratio is taken over this histogram. Bottom: same but the configura-

tions at the final minimum. The insets in both figures shows the

same distributions plotted linearly.
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Comparison with other methods
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Algo. ART nouveau ARTn (Olsen) Dimer method Improved dimer GSM

Ref. 33 34 35 6

System a-Si VSi C20 SiC Pt(111) Pt(111) Pt(111) Pt(111) C6H10 PHBH/H2O VOx/SiO2

BC Bulk Bulk Isol.e Surf. Surf. Surf. Surf. Surf. Isol. Sol. Isol.

Pot. SW DFT DFT DFT Morse Morse Morse Morse DFT QM/MM DFT

Method PBE LDA PBE B3LYP AM1 B3LYP

DOF 3000 121 60 2221 3 525 3 525 48 144 121

⟨f⟩ 235 210 322 262 145 372 204 335 3842 4253 330

⟨f⟩s 670 302 718 728 145 2163 204 2148 - - -

A/S 2.72 79/78 434/201 134/75 - - - - - - -

TABLE II. Comparison between various saddle-point converging algorithms. ART nouveau refers to the algorithm presented
here and applied to a-Si with Stillinger-Weber potential, as well as three systems studied with ab initio method. Results on
Pt(111) surface for ARTn (Olsen) and Dimer Method are from Ref. 33. The modified dimer methods applied, with various
ab initio schemes, to a small organic molecule34 and a peptide in water.35 The double-ended growing string method (GSM) is
used to find the transition state for H-transfer in methanol oxidation in VOx/SiO2.

36 BC refers to boundary condition: bulk,
isolated, surface or solution. DOF is the number of degrees of freedom available for each simulation. ⟨f⟩ is the number of force
evaluations needed to go from a local minimum to a connected saddle point for a successful trajectory while ⟨f⟩s is obtained
by dividing the total number of force calls in a simulation by the number of successful events. A/S gives the total number of
attempted over the number of successful events in the simulation presented here.
1 Effective number of degrees of freedom. 2 Starting near the saddle point and not from a minimum.
3 Approximate number extracted from Fig. 4 of Ref. 35; starting near the saddle point not from a minimum.
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FIG. 3. (Color online) Exploration of C20 ’s potential energy surface: Energy difference (∆ energy) between each new relaxed
structure (an event) and the total energy of the perfect C20 fullerene (zero event). Horizontal full lines and green symbols
represent the energy of those configurations accepted by the Metropolis test. Filled squares and open circles represent, respec-
tively, closed and open configurations. For clearness, only the ∆ energy of the transition states of accepted events is drawn
with dashed arrows. Metropolis temperature for (a) and (b) is 0.5 and 0.9 eV, respectively. In (b) green circles, accepted open
configurations.

B. Vacancy diffusion in silicon bulk

We now move to a system with a large number of de-
grees of freedom, a 215-atom c-Si bulk system with a
single vacancy, increasing the computational effort re-
quired for each ab initio force evaluation. Because we
are only interested in events associated with the vacancy,
the effective PES is simpler than for the C20, as only the
vacancy’s nearest-neighbors and their surrounding are di-
rectly involved in the diffusion process.

Here, we focus more precisely on the neutral vacancy
diffusion in bulk silicon at zero pressure. This defect’s dif-
fusion mechanism has been extensively described in pre-
vious works 19,46,47. It has been shown that this system
can undergo three different low-energy activated mech-
anisms that can be characterized in terms of the local
Jahn-Teller (JT) tetragonal structure distortion of the
vacancy.

This symmetry-breaking allows the four vacancy near-
est neighbor atoms be paired two by two, forming a three-
fold degenerate state (JT a : a ∈ {x, y, z}) depending on

E Machado-Charry, LK Béland, D Caliste, L Genovese, NM and P 
Pochet, J. Chem Phys. 135, 034102, 11 pp., (2011).

E Cances, F Legoll, M-C Marinica, F Minoukadeh, and F Willaime, J. 
Chem. Phys. 130, 114711 (2009).
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034102, 11 pp., (2011).
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B. Vacancy diffusion in silicon bulk

We now move to a system with a large number of de-
grees of freedom, a 215-atom c-Si bulk system with a
single vacancy, increasing the computational effort re-
quired for each ab initio force evaluation. Because we
are only interested in events associated with the vacancy,
the effective PES is simpler than for the C20, as only the
vacancy’s nearest-neighbors and their surrounding are di-
rectly involved in the diffusion process.

Here, we focus more precisely on the neutral vacancy
diffusion in bulk silicon at zero pressure. This defect’s dif-
fusion mechanism has been extensively described in pre-
vious works 19,46,47. It has been shown that this system
can undergo three different low-energy activated mech-
anisms that can be characterized in terms of the local
Jahn-Teller (JT) tetragonal structure distortion of the
vacancy.

This symmetry-breaking allows the four vacancy near-
est neighbor atoms be paired two by two, forming a three-
fold degenerate state (JT a : a ∈ {x, y, z}) depending on
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(a)∆E=0.0 eV (b)∆E=1.04 eV (c)∆E=1.37 eV

(d)∆E=0.89 eV (e)∆E=5.36 eV

FIG. 4. (Color online) C20 clusters: (a) Perfect C20 fullerene.
(b), (c) and (d) The three lowest energy structures and their
energy difference with respect to the perfect C20 fullerene .
For clarity, tetragons and hexagons are emphasized by shaded
green and yellow colors. (e) A planar structure found along
the simulation.
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FIG. 5. Schematic representation of the total minimum-
energy path for the simple diffusion at zero temperature. The
intermediate minima is localized at ∼ 0.04 eV and ∼ 0.24
Å with respect to the barriers.

the plane in which both pairs are located. The first acti-
vated mechanism (labelled hereafter α) leads to the mi-
gration of the JTi distortion to a nearest-neighbor site,
preserving the same orientation, JT a

i → JT a
j . This is

done by the jump of one of the nearest-neighbor atoms
along a direction almost parallel to ⟨111⟩ toward the va-
cant site. At finite temperature, this mechanism’s tran-
sition state corresponds to the so-called split vacancy
configuration (SVC).47 Nevertheless, at zero temperature
this structure lies in a shallow well along the path of this
transition, see Fig 5. An state which is easily smeared out
by the thermal vibrations at room temperature. There
is no diffusion either for the vacancy in the second acti-
vated mechanism, but a reorientation of the JT distor-
tion. This corresponds to a rotation of the JT tetrahe-
dron, JT a

i → JT b
i (labelled hereafter, β if a ̸= b and γ if

a = b), due to the rearrangement of the atoms pairs in
it. Finally, one combination of previous mechanisms can
lead to the migration of the JT distortion, together with
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FIG. 6. (Color online) Sampling of activated mechanisms
related with the vacancy. Energy difference for each event is
measured with respect to the energy of the relaxed vacancy.
α = JT a

i → JT a
j , β = JT a

i → JT a
i , γ = JT a

i → JT b
i and

δ = JT a
i → JT b

j

its reorientation, JT a
i → JT b

j (labelled hereafter δ).
Fig. 6 shows the sampling of activated mechanisms re-

lated with the vacancy for our simulations, where only
initial local deformations centered on the atoms sur-
rounding are applied. All events are started a lowest-
energy state JT a

i . During sampling, we find successfully
all mechanisms described above. The average value of the
activation energy for the diffusion mechanism (α and δ)
and the reorientation mechanism (β and γ) are, respec-
tively, 0.32 and 0.27 eV, in good agreement with previous
studies.46,47 The spreading around these average values
is connected to the DIIS convergence criteria used in the
present exploration, as illustrated in Fig. 6 where this
criteria was reduced after event number 10. In addition,
due to the fact that we are working at zero temperature,
some events fell in the intermediate minima between two
JT configuration, i.e., in the split vacancy structure.

As we show in Fig. 6 we have also observed high
energy transition events that involve complex atomistic
rearrangements.16,19 This event corresponds to the bond-
exchange move proposed by Wooten et al.48 as a mecha-
nism for amorphization and leads to the fourfold coordi-
nated defect (FFCD).49

Regarding the computational cost, on average, each
successful event demands 302 force evaluations. This re-
duction of 42% wrt the 700 force evaluations necessary
in a previous ab initio ART exploration,19 is in the line
of the 33% reported above for a-Si. Indeed, in the previ-
ous ab initio ART exploration (i.e. with pure Lanczós
method) the force calculations for unsuccessful events
were not included in the latter’s number.19 The more effi-
cient activation algorithm coupled with the highly paral-
lelizable BigDFT allows us to generated up to five events
per day for this system using 430 cores in a MPI paral-
lization scheme.
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present exploration, as illustrated in Fig. 6 where this
criteria was reduced after event number 10. In addition,
due to the fact that we are working at zero temperature,
some events fell in the intermediate minima between two
JT configuration, i.e., in the split vacancy structure.

As we show in Fig. 6 we have also observed high
energy transition events that involve complex atomistic
rearrangements.16,19 This event corresponds to the bond-
exchange move proposed by Wooten et al.48 as a mecha-
nism for amorphization and leads to the fourfold coordi-
nated defect (FFCD).49

Regarding the computational cost, on average, each
successful event demands 302 force evaluations. This re-
duction of 42% wrt the 700 force evaluations necessary
in a previous ab initio ART exploration,19 is in the line
of the 33% reported above for a-Si. Indeed, in the previ-
ous ab initio ART exploration (i.e. with pure Lanczós
method) the force calculations for unsuccessful events
were not included in the latter’s number.19 The more effi-
cient activation algorithm coupled with the highly paral-
lelizable BigDFT allows us to generated up to five events
per day for this system using 430 cores in a MPI paral-
lization scheme.



Systematic study of interstitials in Iron

M.-C. Marinica, F. Willaime and N. Mousseau, PRB (2011)

• Interstitial-type defects formed by the clustering of self-interstitials produced 
under irradiation have rather peculiar properties in α-iron by comparison 
with other body centered cubic (BCC) metals

• In α-iron isolated self-interstitial atoms (SIA) have a rather large migration 
energy, about 0.3 eV. 

• Nanometer size clusters – or dislocation loops – have either ⟨111⟩ or ⟨100⟩ 
orientation in Fe. 

• The structure of interstitial clusters with intermediate size is largely unknown 
although they play a key role in the loop growth mechanism. 

• The barrier height is such that MD can easily get trapped into specific minima, 
and not sample all mechanisms.



Systematic study of interstitials in Iron

• Ackland-Mendelev potential

• ART nouveau

• 1024 atoms

• 50 trajectories which are stopped after 2000 successful activation events 
(each taking less than a week)



Mono-interstitials in Iron
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octahedral configurations. The latter two were not investigated before. And finally comes

the third nearest neighbor jump.

In order to test the accuracy of the energy barriers found in the ARTn simulations, we

have re-calculated them using two-ended methods. We used both the drag method25,26 and

the NEB method11,12. The results are found to be the same for the three methods within at

most 0.01 eV. This is also the case when using smaller cell sizes (129 atoms). The results

are summarized in the Tab. I.

FIG. 1: Histogram of the relative formation energies and their associated barrier energies for ARTn-
generated events of the mono-interstitial in iron modeled by the Ackland-Mendelev potential. The
origin on the abscissa is the energy of the most stable configuration, the I�110⇥

1 dumbbell. The black
bars, associated to the vertical axis on the righthand side, correspond to the occurrence of the
configurations in the 105 event ARTn trajectory. On this axis the number of visited configurations
are divided by a factor of 104 except for the I�11�⇥

1 and Icrow
1 for which the factor is 1.2 � 104.

The red squares represent the barrier energies of the saddle points linked to the corresponding
configuration. The barrier energy is the di�erence between the saddle point energy and the energy
of the corresponding local minima configuration. For I�110⇥

1 , the exact values to each barrier energy
of the migration and on-site rotation mechanisms are reported in Tab. I.

Regarding the I�11�⇥
1 configuration, the small barriers correspond to the migration of the

dumbbell in the ⇥111⇤ direction or to the reorientation of the dumbbell into ⇥110⇤ direction.

It is interesting to note that ARTn also finds some paths to the tetrahedral and octahedral

configurations, with barriers of 0.25 eV.



Di-interstitials in Iron
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FIG. 3: Schematic representation of the lowest-energy configurations (below the quasi-continuum)
of the di-interstitial.

configurations, the barrier being only 35 meV ; and (3) to mechanisms linking I3a
2 � I3b

2 and

I3a
2 � I3c

2 (not shown) with a barrier lower than 10 meV, i.e. at the limit of accuracy of the

method. The saddle point energy E�
s,2 of 0.33 eV is associated with the migration of I�110⇥

2

by two nearest-neighbor translation-rotation jumps, as suggested by Johnson42. The two

dumbbells can jump sequentially, i.e. one after the other, or simultaneously and the barrier

is almost the same in both cases. Note that the simultaneous jump couldn’t be obtained

with the Ackland-Mendelev potential using the constrained relaxation method 26 since the

procedure decays to a successive-jump path. The fact that it is found here therefore attests

for the e⇤ciency of the ARTn method. It is also found with the NEB method, which is

indeed more reliable than the drag method in this particular case. Finally, the saddle point

energy E⇥
s,2 at 0.47 eV is related to the transformation from I�110⇥

2 to I3b
2 by a transitory

configuration (see Fig. 5).

Using MD and the same potential Terentyev et al.34 found the migration path for the

di-interstitial to be fully 3D with an e�ective migration barrier of 0.33 eV, which is perfectly

consistant with the lowest energy static barrier.

Using MD and the same potential Terentyev et al.34 found the migration path for the di- MCM

interstitial to be fully 3D with an e�ective migration barrier of 0.33 eV, which is perfectly

consistent with the lowest energy static barrier. Anento et al.35 reports more detailed dif-

fusion coe⇤cient which deviate from the Arrhenius law with significant di�erence between

low (350 K - 500 K) and high (500 K - 1000 K) temperature, 0.44 eV and 0.19 eV, re-

spectively. At low temperature they explain the higher activation barrier by the absence of

overall di�usion over periods up to few nanoseconds. Even the main process of di�usion

rests the Johnsson mechanism (Fig. 5) during the migration process the di-interstitial clus-
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FIG. 2: Histogram of the relative formation energies and associated barrier energies (red squares
and left vertical axis) of the ARTn-generated configurations for di-interstitials in iron modeled by
the Ackland-Mendelev potential. The configuration energies are taken with respect to the I�110⇥

2

configuration. The vertical axis on the righthand side (associated to the bars) corresponds to the
number of distinct minima found by ARTn. Labels 1-to-5 denote energy intervals with low energy
configurations. The quasi-continuum of states starts at label 6. Label 7 corresponds to interval
containing the parallel configurations (I�111⇥

2 ) and finally labels 8, 9 and 10 represent states with
two separated dumbbells, oriented respectively: both along �110⇥; one along �110⇥ and the other
along �111⇥; and both along �111⇥. The last three intervals are out of the scale and the number of
distinct configurations found by ARTn are 74, 211 and 55, respectively.

the second one being respectively I�110⇥
1 and I�111⇥

1 .

The spectrum of energy barriers is also quasi-continuous. However, not all barriers are

important for long-range di�usion: the small barriers (in the meV range) often correspond

to transition from high energy configurations to the lower energy configurations, e.g. from

I�111⇥
2 to I�110⇥

2 . What is more relevant for the migration behavior is the saddle point energy,

i.e. the energy di�erence of the saddle point with respect to the ground state configuration

and not with respect to the initial configuration of the jump. As shown on Fig. 4 the three

lowest saddle point energies E�⇥⇤
s,2 are 0.28 eV, 0.33 eV and 0.47 eV. The corresponding mech-

anisms are represented on Fig. 5. The lowest saddle point energy ones, E�
s,2=0.28 eV, don’t

contribute to the migration. They indeed correspond: (1) to simultaneous double Johnsson

jumps between two I2b
2 configurations ; (2) to small local re-orientations between I2b

2 and I3a
2



The three lowest-energy saddles for I2
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FIG. 5: Schematic representation of the events corresponding to the three lowest-energy saddle
points for I2 appearing in the histogram of Fig. 4. From left to right: migration mechanism of
I�110⇥
2 by successive Johnson jumps via the I2a

2 configuration and by simultaneous Johnson jumps;
transition from the I�110⇥

2 energy basin to the I2b
2 -I3a

2 -I3b
2 energy basin via the I6a

2 configuration;
and local and very low energy reorientations linking I2b

2 , I3a
2 and I3b

2 .

C. Tri-interstitials

The results obtained for the tri-interstitial are presented in Fig. 6. The lowest energy

configuration corresponds to three �110⇥ parallel dumbbells at first and third nearest neigh-

bor distance (see Fig. 7). This configuration was not considered in Refs. [25,44]. Before the

beginning of the quasi-continuum of states at 0.23 eV, there is only a small set of config-

urations with parallel or non-parallel dumbbells – all of them but two being �110⇥. These

configurations are represented in Fig. 7. I2
3 and I3

3 are two configurations with parallel �110⇥
dumbbells. I4

3 can be obtained from I3
3 by a Johnson jump. I5a

3 and I5b
3 can be obtained also

from I3
3 , but with an on-site rotation of a dumbbell, towards respectively �111⇥ and another

�110⇥ direction. I6a
3 and I6b

3 can be seen as a �110⇥ dumbbell added to a “Gao” type defect,

respectively I2b
2 and I3b

2 . The binding energy between I�110⇥
2 and I�110⇥

1 is 0.89 eV. More than

one thousand distinct bound configurations were found for I3 as illustrated in Fig. 6. As in

the case of I2 there are many non-parallel configurations between I�110⇥
3 and the first �111⇥

parallel configuration, I�111⇥
3 , which lies at 0.54 eV.



I4 in Iron
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FIG. 9: Histogram of the local minimum configurations and their respective barrier energies for I4.
The zero energy in the energy of the most stable configuration. The same convention is applied as
in Fig 2.

(side view) (top�view)

FIG. 10: Schematic representation of the lowest energy configurations of I4 (below the quasi-
continuum).

D. Tetra-interstitials

The same ARTn simulations performed for I4 yield an even larger number of configu-

rations (Fig. 9), with more than 1500 distinct bound configurations. The binding energy

between I�110⇥
3 and I�110⇥

1 is 1.4 eV. The lowest energy configuration is made of ��⇥0⇥ parallel

dumbbells which are slightly tilted from �110⇥ (see Fig. 10). The next two configurations are

obtained by on-site rotations of the dumbbells respectively to the �110⇥ and �111⇥ directions.

The latter configuration, at 0.20 eV, is the beginning of the continuum of states.

18

FIG. 9: Histogram of the local minimum configurations and their respective barrier energies for I4.
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FIG. 10: Schematic representation of the lowest energy configurations of I4 (below the quasi-
continuum).

D. Tetra-interstitials

The same ARTn simulations performed for I4 yield an even larger number of configu-

rations (Fig. 9), with more than 1500 distinct bound configurations. The binding energy

between I�110⇥
3 and I�110⇥

1 is 1.4 eV. The lowest energy configuration is made of ��⇥0⇥ parallel

dumbbells which are slightly tilted from �110⇥ (see Fig. 10). The next two configurations are

obtained by on-site rotations of the dumbbells respectively to the �110⇥ and �111⇥ directions.

The latter configuration, at 0.20 eV, is the beginning of the continuum of states.



Transition pathways for I4
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FIG. 13: Transition pathway for the unfaulting mechanism of the ring configuration of the tetra-
interstitial, Iring

4 , into the most stable configuration, I⇥�⇥0⇤
4 .

the two first Johnson jumps, the ⇥111⇤ dumbbell rotates into ⇥110⇤, then the perpendicular

dumbbell performs two jumps to re-align to the other dumbbells. The highest barrier,

which reaches 0.5 eV, occurs in the first part of the pathway, between Iring
4 and C1. Using

autonomous basin climbing method Fan et al.45 found a path with higher barrier 0.86 eV.

The zero K lowest unfaulting energy of I3b
2 , 0.2 eV, and Iring

3 , 0.23 eV, are not far from

the 300-550 K MD values, 0.43 ± 0.08 and 0.15 ±0.07, respectively. On the other hand,

in the case of Iring
4 the unfaulting energy estimated here, from zero K simulations, to be

0.5 eV, is significantly lower than the 1.68 ± 0.3 eV or the 0.8 ± 0.1 eV deduced from

MD simulations at 800-1100 K by Terentyev et al.33 and Fan et al.45, respectively. These

discrepancies probably arise on one hand from anharmonic e⇥ects and on the other hand

from the limitation in the fit to MD46,48,49.

The free energy landscape of the unfaulting mechanism of Iring
4 is expected to evolve with

temperature since the initial configuration, Iring
4 , has a larger vibrational formation entropy

than the final one, I⇥�⇥0⇤
4 [33]. We have therefore determined the temperature dependence of

the free energy di⇥erences between the maxima S1,2 and the local minima C1,2,3 and Iring
4 ,

using the transition state theory in the harmonic approximation47,49 at constant volume37.

The results, displayed in Fig. 14, show a striking di⇥erence between Iring
4 and C1,2,3:

whereas the free energy di⇥erences involving C1,2,3 decrease with temperature – indicating

that the free energy landscape becomes flatter with increasing temperature – it increases

when the local minima is Iring
4 , leading to an increase of the unfaulting free energy. Another

interesting feature stems from the fact that S1 has a larger vibrational entropy than S2. As

a consequence the saddle point free energy of S2 which is lower than that of S1 by 0.1 eV at

0 K becomes actually higher above 320 K. More precisely, at 900 K, a temperature typical

of the MD simulations of Refs. [33,45], �F
Iring
4 �S1

vib = 0.41 eV and �F
Iring
4 �S2

vib = 0.71 eV

giving free energy di⇥erences with respect to Iring
4 of 0.91 eV and 1.11 eV for the S1 and S2

Transition pathway for the unfaulting mechanism of the ring configuration 
of the tetra-interstitial, Iring, into the most stable configuration, I⟨ζς0⟩.



Systematic study of interstitials in Iron

M.-C. Marinica, F. Willaime and N. Mousseau, PRB (2011)

• The number of bound configurations increases rapidly with cluster size, 
exceeding 400, 1100 and 1500 distinct bound configurations for I2, I3 and I4

• lead to the appearance of a quasi-continuous band of states at relatively low 
energy above the ground state – at 0.42 eV, 0.23 eV, 0.20 eV for I2, I3 and I4

• For I3 and I4, migration is more complicated and takes place via a series of 
jumps between configurations with relatively energies (0.3 eV or more).



Application to protein folding: B domain of protein A

Fast folder - used by 
Fersht as a way to 
make contact between 
simulation and 
experiment 
(Sato et al, PNAS 2004) 

60 residues 

ART-OPEP 
600 K 
20 000 steps 
(5-6 weeks on a  
single processor) 

Jean-François St-Pierre, Ph. Derreumaux and NM, J. 
Chem. Phys. (2008) (2008).



Two differents folding paths (among many)



The low-energy structures of protein A



 

Application to loops

Few secondary structure 
elements

 Flexibles

Not conserved between 
homologous proteins

     

Szeltner, Z. and Renner, V. and Polga, L., 
Protein Science, 2000, 9:353

J-F St-Pierre et NM, Proteins: Structure, Function and 
Bioinformatics (sous presse).



Loop prediction methods

• Based on sequence homology 
– Very quick 
– Very precise when the homology is good 
– Good coverage for short sequences 
– (FREAD, ROSETTA)  

• ab initio Methods 
– Based on exhaustive sampling 
– Precision limited by the quality of the potential 
– Limited to short sequences (~12 a.a.) 
– Computation time in O(eN). 
– (MODELLER, PLOP, CCD, RAPPER)



Test models
8 a.a. loops: 

• 25 loops from Olson’s group 

• 3.5 simulations / loop 4000 conformations each 

12 a.a. loops: 
• 38 loops from Fiser’s group 

• 2.8 simulations / loop 3000 conformations each 

19-20 a.a. loops: 
• 10 proteins, extracted with the help of PISCES 

• 5 simulations / loop small step 
• 10 simulations /loop large step

M.A. Olson, M. Feig, and C.L. Brooks, 
J. Comput. Chem., 29(2008),820

A. Fiser, R. K. G. Do, and A. Sali, Prot. 
Science, 9 (2000), 1753 

G.L. Wand and R.L. Dunbrack, 
Bioinformatics, 19 (2003),1589 



Results - prediction
8 a.a ART Olson 

Network
Olson 
REMD

Best RMSD 1.23 2.21 1.57

Top RMSD 3.50 3.89 3.13

M.A. Olson, M. Feig, and C.L. Brooks, J. Comput. Chem., 29(2008),820

12 a.a
ART ART SCWRL 

dFire1
Rapper2 FALCm42 Looper3 Rosetta4

Best RMSD 1.75 1.75 2.21 1.74
TOP RMSD 5.60 4.27 4.32 3.84 4.08 2.3

1C. Zhang, S. Liu, Y. Zhou, Prot.  Science, 2004, 13:391 
2J. Lee, D. Lee, H. Park, E. Coutsias, C. Seok, Proteins, 2010, 78:3428 
3S. Spassov, P. Flook, L. Yan, PEDS, 2008, 21:91 
4D. Mandell, E. Coutsias, T. Kortemme, Nature Methods, 2009, 6:551 



Results - prediction

12 a.a
ART CABS2 PLOP1 Modeller1 Rapper1 Rosetta2 FREAD1

Best 
RMSD (Å) 2.98 ~4 8.43 5.47 5.97 ~4 5.20

TOP 
RMSD (Å) 7.17 ~7 11.14 10.49 10.64 ~9 7.64

1Y. Choi, C.M. Deane, Proteins, 2010, 78:1431 
2M. Jamroz, A. Kolinski, BMC Struct. Biol., 2010, 10:9



Example: 20 a.a



Minimum degeneresence

Figure 6: Distribution of the RMSD to the global energy minimum structures for (a) small and (b)
large loops for structures of potential energy 5 kcal/mol or less over the global minimum.

28

Loops can find many low-energy structures



 

Conclusions : Loops

In spite of the potential’s limits, results are interesting:

! Execution time is well adapted to long loops

!Prediction level is comparable or superior to other 
methods (long loops)

!It is possible to improve on the current method

J-F St-Pierre et NM, Proteins: Structure, Function and 
Bioinformatics (sous presse).



 

Multiscale simulations

Lilianne Dupuis et NM, Journal of Chemical Physics 136, 035101 (2012) 
Lilianne Dupuis et NM, Journal of Physics: Conference Series 341, 
012015 (2012).



Extended OPEP 

•  Implicit solvent force field

• EOPEP Development
• hydrogen bonds MC-SC
• all atom (core: F, M, etc)
• Calibrated on protein A and Calmodulin
• Used unmodified on troponin C and 
protein G
• TRP : 12b, 18v, 30t

Comparisons with CHARMM19/EEF1



Test : Protein A

1BDC.pdb

24 simulations protein A A, 60 
résidus



Test : Protein A

Protéine A, 60 résidus



Test : Protein A

Fermeture protéine A avec 
CHARM19/EEF1

Fermeture protéine A 
avec EOPEP



Test : Protein A
!"

#$%&'$( )*++ , -'$. /-01 %'23''. '4'.25 6 52$2752785 9:; $ 9'3 57<(&$27:. '=$<>&'5
?;:2'7. @:;8'!'&A 07< <'$. /-01 <'$. /-01
<:A'& $2 5$AA&' $2 <7. $2 5$AA&' $2 <7.

$&& '4'.25 $&& '4'.25 $88'>2'A $88'>2'A
:.&B :.&B

?;:2'7. C DEC/--FG H I*IG I*JG F*I! F*IK
?;:2'7. C DEC/--FG F" I*GJ I*G" L*G" L*!!
?;:2'7. C MN?M? F )*FJ )*JK F*FF F*LJ
?;:2'7. C MN?M? IL J*FL J*IH F*F" F*LG
?;:2'7. O DEC/--FG I I*I) I*LJ F*I" L*GK
?;:2'7. O DEC/--FG FF I*L! F*G) F*FI L*GH
?;:2'7. O MN?M? I I*!) I*"" F*IH L*KJ
?;:2'7. O MN?M? F) F*GJ F*HI F*FG L*"G

4.3 Protein models

P' 2'52'A Q';' 2Q' $%7&72B :9 2Q' <'2Q:A 2: >';9:;< &:.R A752$.8' 2;$.59:;<$27:.5* #:
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4.4 Results and Discussion
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57<(&$27:. $92'; F*" A$B D?Z 27<'* D:.4';R'.8' 75 5&7RQ2&B &'55 9:; DEC/--FG[MM@FS



Application to EF-hand proteins

1CFD.pdb

Calmodulin Nt, 76 R

1CLL.pdb

AB
C D B

C
D

Troponin C bound to its 
target

• All previous folding simulations of EF-hand proteins were biased



X. Grabarek’s hypothesis

• β-sheet that links the two-loops central 
zone stabilised the closed structure

• In the loop NT region, oxygen-carrying 
residues are very flexible and will capture 
CA+2.

• This restructures the central zone in order 
to allow helices A & B into a perpendicular 
position.

• Residu GLU in position 12 moves closed 
and binds CA+2. 

AB

C D



Calmodulin closure



Closing of calmodulin

000000-5 EF-hand closing pathway J. Chem. Phys. 135, 000000 (2011)

TABLE I. RMSD statistics for selected trajectories. Averaged displacement
measured from the initial minimum to the saddle point and the final minimum
for various simulations on both the Calmodulin and Troponin C using OPEP
char CHARMM/EEF1 potentials. Statistics are given both for the full sets of
events and those accepted only.

Averaged RMSD in (Å)

saddle final min saddle final min
Model Forcefield Sim all events all events accep. accep.

CAM CHARMM 14 1.53 1.24 0.73 0.44
CAM CHARMM 18 1.77 1.64 0.79 0.61
CAM EOPEP 5 1.78 1.70 0.81 0.62
CAM EOPEP 9 1.73 1.61 0.83 0.65
TPC CHARMM 11 1.24 1.09 0.72 0.53
TPC CHARMM 17 1.35 1.15 0.79 0.58
TPC EOPEP 16 1.88 1.84 0.83 0.71
TPC EOPEP 21 1.69 1.63 0.87 0.71

Using this protocol with CHARMM19-EEF1, only one357

pathway out of 24 reaches the apo state, passing within a min-358

imum distance of 2.2 Å and stabilizing at 2.4 Å. Most other359

runs visit higher-energy structures at 3.5 to 4.0 Å RMSD from360

the apo state. For legibility, we show respectively in Fig. 3361

the configurational energy (panel (a)) as well as the RMSD362

(panel (b)) for the four simulations leading to the lowest en-363

ergy as well as the four with the smallest RMSD with respect364

to the target CaMnt apo form, for a total of six curves (tra-365

jectories che12h and che14h belong to both groups). We see366

that, for the six trajectories, the energy goes down systemat-367

ically, reaching a plateau during the runs in all but one case368

(simulation che12h). RMSD fluctuations are large except for369

simulation che14h, that reaches the apo state within 20 events.370

Folding is easier with EOPEP, and ten out of the 24371

runs performed with this forcefield sample within 2.2 Å of372

the experimentally-derived closed structure, reaching a dis-373

tance identical to of the closed-state basin in Sec. II. As withQ2 374

CHARMM19-EEF1, Figures 3(c) and 3(d) show the energy and375

RMSD as a function of accepted even for the four trajectories376

with lowest energy and RMSD. Again, the minimum RMSD,377

1.9 Å to 2.3 Å, is obtained very quickly, typically within less378

than 30 events. Not all of these apo-like structures are stable;379

however in some cases, the trajectory evolves away from this380

conformation as the energy goes down. Here again, an energy381

plateau is generally attained within 80 to 90 events.382

Before looking into the successful closing trajectories,383

we first summarize the critical closing steps extracted from384

our simulations, represented in Fig. 4:385

1. Increase in the distance between the side chain oxygen386

atoms of the calcium binding loops.387

2. Consolidation/elongation of the β-sheet linking the two388

calcium loops: a bond is formed between THR29 and389

GLY61.390

3. Repositioning of PHE19 at the outside of the NT nod-391

ule, allowing a tighter closure of helices B-C toward he-392

lices A and D. During this process, the PHE19 must pass393

through a a three-residue pocket, LEU-MET-VAL, po-394

sitioned at the bottom of helix B and where it can be395

FIG. 3. Energy and RMSD measured from the experimentally-derived
closed CaMnt structure as a function of accepted ART-event for independent
simulations started from the experimentally-derived open conformation with
Ca ion removed. From a set of 24 trajectories, we present the four simulations
with the lowest-energy and RMSD structures, respectively. Panels (a) and (b)
show the evolution of the energy and RMSD for CHARMM-EEF1 simulations,
respectively; panels (c) and (d) present results for EOPEP simulations.

trapped as a metastable state before being ejected from 396

the hydrophobic core. 397

4. General increase of hydrophobic contacts as each EF- 398

hand helices pair falls into a stable parallel conforma- 399

tion. 400

Of the 24 EOPEP simulations, 5 fold into the apo state, 401

all following the above mechanisms. For clarity, we focus on 402

the simulation eop9h, which flows near the experimentally- 403

derived closed apo form but also adopts all the important 404

structural elements of the apo state, including the β strand, 405

the exit of PHE19, and the closing of the hydrophobic core. 406

3. Oxygen carrier binding residues 407

Simulations start from the open model with Ca2+ re- 408

moved. The calcium binding residues are located at position 409

1, 3, 5, 7, and 12 of each of the two binding loops. At position 410

12, we have a glutamate, GLU31, for the first EF-hand, po- 411

sitioned at the beginning of the EF-hand exiting helix. In the 412

presence of Ca2+ ions, GLU31 maintains the bottom of helix 413

000000-5 EF-hand closing pathway J. Chem. Phys. 135, 000000 (2011)

TABLE I. RMSD statistics for selected trajectories. Averaged displacement
measured from the initial minimum to the saddle point and the final minimum
for various simulations on both the Calmodulin and Troponin C using OPEP
char CHARMM/EEF1 potentials. Statistics are given both for the full sets of
events and those accepted only.

Averaged RMSD in (Å)

saddle final min saddle final min
Model Forcefield Sim all events all events accep. accep.

CAM CHARMM 14 1.53 1.24 0.73 0.44
CAM CHARMM 18 1.77 1.64 0.79 0.61
CAM EOPEP 5 1.78 1.70 0.81 0.62
CAM EOPEP 9 1.73 1.61 0.83 0.65
TPC CHARMM 11 1.24 1.09 0.72 0.53
TPC CHARMM 17 1.35 1.15 0.79 0.58
TPC EOPEP 16 1.88 1.84 0.83 0.71
TPC EOPEP 21 1.69 1.63 0.87 0.71

Using this protocol with CHARMM19-EEF1, only one357

pathway out of 24 reaches the apo state, passing within a min-358

imum distance of 2.2 Å and stabilizing at 2.4 Å. Most other359

runs visit higher-energy structures at 3.5 to 4.0 Å RMSD from360

the apo state. For legibility, we show respectively in Fig. 3361

the configurational energy (panel (a)) as well as the RMSD362

(panel (b)) for the four simulations leading to the lowest en-363

ergy as well as the four with the smallest RMSD with respect364

to the target CaMnt apo form, for a total of six curves (tra-365

jectories che12h and che14h belong to both groups). We see366

that, for the six trajectories, the energy goes down systemat-367

ically, reaching a plateau during the runs in all but one case368

(simulation che12h). RMSD fluctuations are large except for369

simulation che14h, that reaches the apo state within 20 events.370

Folding is easier with EOPEP, and ten out of the 24371

runs performed with this forcefield sample within 2.2 Å of372

the experimentally-derived closed structure, reaching a dis-373

tance identical to of the closed-state basin in Sec. II. As withQ2 374

CHARMM19-EEF1, Figures 3(c) and 3(d) show the energy and375

RMSD as a function of accepted even for the four trajectories376

with lowest energy and RMSD. Again, the minimum RMSD,377

1.9 Å to 2.3 Å, is obtained very quickly, typically within less378

than 30 events. Not all of these apo-like structures are stable;379

however in some cases, the trajectory evolves away from this380

conformation as the energy goes down. Here again, an energy381

plateau is generally attained within 80 to 90 events.382

Before looking into the successful closing trajectories,383

we first summarize the critical closing steps extracted from384

our simulations, represented in Fig. 4:385

1. Increase in the distance between the side chain oxygen386

atoms of the calcium binding loops.387

2. Consolidation/elongation of the β-sheet linking the two388

calcium loops: a bond is formed between THR29 and389

GLY61.390

3. Repositioning of PHE19 at the outside of the NT nod-391

ule, allowing a tighter closure of helices B-C toward he-392

lices A and D. During this process, the PHE19 must pass393

through a a three-residue pocket, LEU-MET-VAL, po-394

sitioned at the bottom of helix B and where it can be395

FIG. 3. Energy and RMSD measured from the experimentally-derived
closed CaMnt structure as a function of accepted ART-event for independent
simulations started from the experimentally-derived open conformation with
Ca ion removed. From a set of 24 trajectories, we present the four simulations
with the lowest-energy and RMSD structures, respectively. Panels (a) and (b)
show the evolution of the energy and RMSD for CHARMM-EEF1 simulations,
respectively; panels (c) and (d) present results for EOPEP simulations.

trapped as a metastable state before being ejected from 396

the hydrophobic core. 397

4. General increase of hydrophobic contacts as each EF- 398

hand helices pair falls into a stable parallel conforma- 399

tion. 400

Of the 24 EOPEP simulations, 5 fold into the apo state, 401

all following the above mechanisms. For clarity, we focus on 402

the simulation eop9h, which flows near the experimentally- 403

derived closed apo form but also adopts all the important 404

structural elements of the apo state, including the β strand, 405

the exit of PHE19, and the closing of the hydrophobic core. 406

3. Oxygen carrier binding residues 407

Simulations start from the open model with Ca2+ re- 408

moved. The calcium binding residues are located at position 409

1, 3, 5, 7, and 12 of each of the two binding loops. At position 410

12, we have a glutamate, GLU31, for the first EF-hand, po- 411

sitioned at the beginning of the EF-hand exiting helix. In the 412

presence of Ca2+ ions, GLU31 maintains the bottom of helix 413

CHARMM19/EEF1EOPEP



Closing steps

1. Residues bound with CA+2 are 
freed

2. Consolidation/élongation of the 
loop-binding β-sheet, which 
increases teh space between 
helices A and B

3. PHE19 side chains is expelled 
form the hydrophobic core 
transiting through  VAL35
CAM:   5, 4 and 5 cas at T300k

    11/24 à ay T900k
    17/24 including intermediate states

TPC: PHE29, VAL45: 8/24 à 300K



 

Conclusions : EF-hands

Simulations of the open model for the NT domains of 
Calmodulin and Tropnonin C have  managed to fold 
into the closed structures allowing us to identify:

! Specific intermediate steps

! the importance of a number of residues

! An intermediate state

! an irreversible sequence that suggests the opening 
requires the introduction of CA+2 ions



Some applications of ART nouveau

Ab initio calculation of defects diffusion mechanisms in Silicon, GaAs
El-Mellouhi and NM - PRB (2004, 2005), J. Appl. Phys.(2006); Malouin, PRB (2007)

Amorphous silicon - structure, relaxation and activated mechanisms
Barkema, Song and NM - PRL (1996,1998), PRE (1998), PRB (2000, 2001,2003)

Amorphous gallium arsenide - structural properties
                Lewis and NM - PRL (1997), PRB (1997), Barkema and NM, JPhys:CondMatt (2004)

Interstitials in Fe
               M.-C. Marinica, F. Willaime and N. Mousseau, PRB (2011)

Silica glass - structural properties, activated mechanisms
Barkema, de Leeuw - NM - JCP (2000)

Lennard-Jones clusters and glasses
Brébec, Limoge, Malek and NM, PRB (2000),  Def. Diff. Forum (2001)

Protein folding 
               Derreumaux, Wei and NM - J. Mol. Graph. (2001), JCP (2003), Proteins (2004); 

                St-Pierre, Derreumaux and NM (2008) 

Protein aggregation
Boucher, Derreumaux, Melquiond, Santini and NM - JACS (2004), Biophys. J., Structure (2004), JCP 

(2005), Accounts Chem. Res.(2005), Proteins(2006), JCP (2006,2007)



Available 

ART nouveau, version 3.0

http://physique.umontreal.ca/~mousseau/index.php?n=Main.Logiciels



Accelerating time
Part 3



Outline

1. The challenge of simulating over multiple time scales. Energy landscapes. 
The transition state theory. Overview of various methods for breaching 
these time scales.

2. Solving the problem for simple systems. The kinetic Monte Carlo 
approach. Various accelerated molecular dynamics methods. 

3. Off-lattice kinetic Monte Carlo methods. The kinetic Activation-
Relaxation Technique (part 1). Basic concepts. Searching for saddle points. 
Toplogical analysis. Constructing an event catalog.

4. The kinetic Activation-Relaxation Technique (part 2). Handling flickers. 
Limitations of current accelerated methods. Extending to large systems. 
Coming developments.



Accelerated molecular dynamics

Taken from Voter’s presentation

Los Alamos  LA-UR-07-3425

Hyperdynamics (1997)

Parallel Replica Dynamics (1998)

Temperature Accelerated Dynamics (2000)

Accelerated Molecular Dynamics Methods

Los Alamos  LA-UR-07-3425

Hyperdynamics (1997)

Parallel Replica Dynamics (1998)

Temperature Accelerated Dynamics (2000)

Accelerated Molecular Dynamics Methods

invalidate the algorithm but may even be used to one’s ad-
vantage.

Having separated the energy landscape, we define mo-
tion in each of these regions. All the motion within the basin
is performed with conventional MD at the desired tempera-
ture. Once the configuration hits the dividing surface, the
MD is halted, the configuration is brought through the saddle
region to a new basin at the same energy, according to the
activation rules described below, and the MD is resumed at
the same temperature. All steps respect detailed balance and
the overall trajectory samples the basins according to the
proper thermodynamical ensemble.

The activated part of the algorithm is composed of two
steps: !1" the activation trajectory is first generated, from one
basin to the other, and then !2" the free-energy difference
between the beginning and the end of this trajectory is cal-
culated. The latter information is used for the accept-reject
step.

In the next subsections, we discuss these two steps in
detail before presenting the algorithm as it is currently imple-
mented.

A. The activated trajectory

We assume in what follows that the masses of all atoms
are the same. If this is not the case, introducing new coordi-
nates xi!=#mixi !xi denotes the original coordinates of atom
i and mi is its mass" and redefining the forces through the
derivatives of the potential energy in the new coordinates
converts the equations of motion into those for a system of
atoms with all masses equal to 1.

As in ART, an activation trajectory is created by moving
along the eigenvector corresponding to the lowest eigenvalue
of the Hessian. Unlike ART, however, there is no relaxation
in the perpendicular hyperplane. Instead, all atoms are
moved in such a way as to keep the total potential energy
constant. This is easily achieved, since the configuration is
thermalized, with roughly kBT /2 of available potential en-
ergy per degree of freedom above that in the local energy
minimum. More specifically, the activated trajectory is gen-
erated by iterating the following equation:

xi+1 = xi +
!"

2
!hi + hi+1" +

c!"

2
!Fi + Fi+1" , !2"

where hi is the normalized eigenvector at xi, corresponding
to the lowest Hessian eigenvalue, Fi is the total
N-dimensional force at xi ,!" is a constant that determines
the size of the increment, and c is a multiplicative constant
chosen to project the trajectory onto the hypersurface of con-
stant potential energy.

The orientation of h0 is chosen initially so as to point in
the direction of more negative curvature, i.e., away from the
initial basin; it is updated at each step by requiring that the
inner product of the local eigenvector hi with that at the
previous step, hi−1, be always positive. Values of h and F at
point xi+1 are obtained iteratively, i.e., initially hi+1=hi and
Fi+1=Fi are used in Eq. !2" to obtain a value of xi+1, then
values of h and F are calculated at the new point and inserted
into Eq. !2" to get the next iteration, etc.

Unlike in ART, there is no separate relaxation stage, and
Eq. !2" is iterated across the saddle region until the new
basin is reached, i.e., until the lowest eigenvalue passes the
threshold !from below, this time". At this point, the
activation-relaxation phase is stopped and MD is resumed
starting with the new configuration !see Fig. 1". This ensures
that the path generated from x0 to xp is fully reversible: a
configuration in basin p reaching xp would trigger the acti-
vation, bringing it to the other end of this path, at x0. Revers-
ibility, in a weak sense, is ensured by the symmetric criterion
for entering and leaving the saddle region as well as by keep-
ing the path on a hypersurface of constant energy: for each
transition, its inverse is also possible. In addition to revers-
ibility, we have to ensure that the relative probabilities of
these transitions are correctly weighted; this is discussed be-
low.

The conservation of energy requires that the length of
the velocity vector as MD is restarted is equal to that at the
beginning of the activation !$vp$= $v0$"; the direction should
be chosen so as to point inside the new basin, but otherwise
is arbitrary. After entering the new basin, MD is continued
for a very small number of steps—10 or so—to prevent the
system from a quick recrossing back to the original basin.
This is implemented by letting the system bounce back
against the constant-eigenvalue surface. After these few
steps, the MD stage continues until the system crosses the
basin boundary, and another activation is begun, etc.

We note that the activation path does not always lead to
a new basin. In our simulations, as illustrated in Fig. 1, it is
not rare to see the trajectory form a circular path, coming
back very close to the initial point x0, after a long excursion
in the saddle region. It is also possible that the trajectory
returns to the same basin but not at the starting point. This
does not invalidate the algorithm but makes it less efficient.

B. Calculating the event free energy

Once we have a trajectory, it is necessary to compute the
free-energy difference between its beginning and its end.

Consider the diagram in Fig. 2. This shows schemati-
cally a few nearby activation paths between different basin
boundaries %which are !N−1"-dimensional hypersurfaces&.
Points within area dS1 in the figure move to points within
area dS2. If an ensemble with the microcanonical distribution

FIG. 2. Sketch of tube connecting two basins !see text".

244707-3 Activated sampling in complex materials J. Chem. Phys. 123, 244707 !2005"

Downloaded 23 Jan 2006 to 132.204.232.113. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp

Properly-obeyed probability 
Activation-Relaxatoin Technique 
(Vocks, 2005)
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Parallel Replica Dynamics

The summed time (tsum) obeys the correct exponential distribution,
and the system escapes to an appropriate state.

State-to-state dynamics are thus correct; τcorr stage even releases

the TST assumption  [AFV, Phys. Rev. B, 57, R13985 (1998)].

Good parallel efficiency if  τrxn / M >> τdephase+τcorr

Applicable to any system with exponential first-event statistics

Parallel Replica Dynamics

Taken from Voter’s 
presentation, 2007

In a system dominated by rare events, i.e., with:

• infrequent and uncorrelated events
• exponential distribution of first-escape  time

Los Alamos  LA-UR-07-3425

Parallel Replica Dynamics

Parallelizes time evolution

Assumptions:
- infrequent events
- exponential distribution of first-escape times

Must know:
- how to detect transitions
- correlation time

AFV, Phys. Rev. B, 57, R13985 (1998)

p(t)

t

ktketp !
=)(

A.F. Voter PRB (1998)

The total run time, over all copies, follows an exponential distribution 
and leads to the correct state



Parallel Replica Dynamics: Example

Martini et al. Tribol Lett (2009)Simulation of Stick–Slip Friction

Applied rate : M*physical rate

M= number of replicas

Here: up to 256 cores

Steps:
1- Dephasing/decorrelation

2.  MD

3. Minimisation

studies on this topic that take advantage of powerful

computational resources report velocities in the range of
0.22–800 m/s [3–6]. This range is characteristic of MD

simulations for which the lower velocity limit is typically

at least five orders of magnitude larger than the upper limit
available to experimentalists.

The factor that limits typical MD simulations to rela-

tively high sliding speeds is actually the length of the
simulation. MD models atomic movement and interactions.

To do so accurately, it must capture the thermal motion of
individual atoms, the timescale of which is on the order of

picoseconds. This requires that the time step of the simu-

lation be on the femtosecond scale, which limits the total
duration of the simulation to nanoseconds. However, many

physical phenomena that can be observed experimentally,

including atomic stick–slip under realistic driving forces,
occur over much longer times. The usual solution to the

problem is simply to drive harder (e.g., increase the speed

and/or the temperature), which can be expected to corrupt
the results. Long timescale information can also be inferred

from simplified dynamics in some specific limits (e.g., T? 0

effective potential energy surfaces [7]). However, a
description of nanoscale friction in terms of activated stick–

slip dynamics will, in general, require full atomistic models.

We have implemented parallel replica dynamics (Par-
Rep) [8], an accelerated MD approach for infrequent-event

systems, to reduce the discrepancy between experimental

and simulated atomic stick–slip velocities. The ParRep
method is based on the assumptions that the system being

modeled advances to new configurations via infrequent

events and that there are well-defined instantaneous rate
constants for these events that are independent of the

driving rate [9]. The method distributes the simulation time

across multiple processors and therefore adequately sam-
ples the various possible state-to-state pathways accessible

to the system, as would a standard, single-processor MD

simulation run for a very long time. The molecular simu-
lations are run parallel in time in order to extend their total

duration, thereby enabling lower scan speeds. In this arti-

cle, we briefly present the method, and then some illus-
trative results indicating that this approach can be used to

complement experimental work with molecular simula-

tions run at consistent, physically representative, low
speeds.

2 Method

The following is a brief summary of the ParRep imple-
mentation procedure. The key steps of the process are

illustrated in Fig. 1. First, the current configuration of the

system is replicated on multiple processors and minimi-
zation is performed to generate a reference configuration

for transition checks. On each processor, atomic momenta
are randomized and dynamics are carried out for a short

period of time in order to eliminate correlations between

replicas. Once this step is completed, standard MD is
carried out on each replica. During MD, each processor

tracks the total shear force and also monitors for a transi-

tion event. When a processor detects a transition in its
replica (which could correspond either to a slip or to some

other topological change such as an adatom diffusion

event), all other processors are stopped. The simulation
clock is then advanced by the sum of the accumulated MD

times on each replica. On the processor where the transi-

tion occurred, MD is continued slightly longer (in this work
we use 2 ps) to allow for additional, correlated, transitions

to occur. The final state in which the system settles is then

broadcasted to all other replicas and the process is repe-
ated. One can show that the proper statistics of transition

times is recovered if each replica is driven Nrep times faster

than the targeted physical driving rate, where Nrep is the
number of replicas. A detailed description of these steps

and the rationale behind selection of the various parameters

of the method are given in the original articles [8, 9].
We applied this method to the case of atomic stick–slip;

a snapshot of the simulation cell is shown in Fig. 2. All

atoms are copper and modeled by an Embedded Atom
Model potential fitted by Mishin et al. [10]. Regions
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Fig. 1 Heuristic representation of the parallel replica dynamics
(ParRep) method in which the atomic stick–slip simulation is run
parallel in time across multiple processors. Circles represent atomic
positions: red—substrate, solid blue—tip at current time, dashed
line—tip at previous time. Note that this illustration does not include
the critical ParRep phases of minimization, dephasing, and decorre-
lation, which are described in the text. (Color figure online)

64 Tribol Lett (2009) 36:63–68
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Parallel Replica Dynamics: Example

Martini et al. Tribol Lett (2009)Simulation of Stick–Slip Friction

planes in the tip, the occurrence of which would modify the

tip and contact geometry. This indicates our system is
relatively insensitive to adhesion. This is in contrast to

systems with larger interfaces for which the relative mag-

nitude of slip barriers along different planes are expected to
be much smaller, leading to stronger adhesion and shearing

of the tip, a phenomenon we observe in regular MD sim-

ulations of much larger Cu–Cu systems.
Characteristics of atomic stick–slip are often investi-

gated in terms of the mean friction force. However, there is
some error associated with using ParRep for mean friction

force calculations due to the fact that transition checks only

occur at set intervals (in this case 1 ps). That is, when a slip
event occurs on a given replica, it will not be detected until

the next transition check. During the time between an

actual slip event and when it is detected, the other replicas
will continue running and erroneously contributing to the

total force. We introduce a correction factor to address this

issue. The mean force is effectively the integral of the force
over the periodicity of the stick–slip. We assume that, on

average, a transition occurs one half of the transition check

interval before it is detected. Then the ‘‘extra’’ force is the
distance each replica moves after a slip event (veloc-

ity 9 number of replicas 9 one-half the transition check

time interval) multiplied by the change in force during a
slip event. This approximation provides a known factor that

can be subtracted from the measured ParRep mean force to

correct for the discrete interval of time between transition
checks. The correction factor is velocity dependent and

contributes between 0.5% and 5% to the mean force for

speeds of 0.001–0.1 m/s, respectively. This is consistent
with the observation that the tip will travel further in a

given time at faster speeds.

As mentioned previously, the ParRep method is based
on the assumption that the system is quasi-static during the

‘‘stick’’ phase of the process. If this assumption is violated,

which can occur at large velocities, the method will yield
error observable as variation in the mean force with the

number of processors on which ParRep is run. It is

expected, and we observe (see Fig. 4), that the error will
decrease as the velocity is decreased. As a reference point,

we have also shown on Fig. 4 the error due to typical MD

simulation noise (estimated from four independent simu-
lations run on the same number of replicas). It can be

observed that the error decreases with decreasing velocity

and is less than the simulation noise once the velocity is
slower than about 0.04 m/s (corresponding to about 4 m/s

on each replica). This indicates that, while it may not be

possible to eliminate the error completely, its effect is
negligible for the small velocity cases that the ParRep

simulation is intended to address.

An extremely important characteristic of atomic stick–
slip friction that has been studied often both experimentally

and via-simulation is its velocity dependence. A logarithmic

relationship has been observed experimentally and sup-
ported theoretically [12]. However, MD simulation-pre-

dicted relationships have been inconsistent both in whether

friction increases or decreases with velocity and the rate of
that increase or decrease (see for example [4, 13, 14]).

For the Cu (111) system we employ, two highly cited

papers have addressed the question of velocity dependence:
the experimental work by Bennewitz et al. [1] and the MD

study of Sorensen et al. [13]. Bennewitz et al. observed a

logarithmic increase of friction force with scan velocity
(Fig. 5 of that publication) while Sorensen et al. predicted

that friction would ultimately decrease at higher velocities

(Fig. 10 of that publication). Although the Sorensen et al.
work was ground-breaking and helped explain a great deal

about the physical mechanisms underlying atomic stick–

slip, it did not correctly predict the experimental velocity
dependence later observed. This is most likely predomi-

nately due to the seven orders of magnitude difference

between the simulation and experimental velocities.
Using ParRep, we are able to model velocities three

orders of magnitude closer to those reported by Bennewitz

et al. We therefore repeat the velocity dependence analysis
to determine if this impacts the resultant friction trend. In

Fig. 5, we report the mean friction force at velocities from

0.001 to 0.1 m/s predicted by the ParRep simulations. This
figure clearly illustrates the logarithmic dependence of

friction on velocity. Driven ParRep has been used before to

predict this trend in a study of grain boundary shearing [15].
The physical mechanism underlying the logarithmic

velocity dependence of friction has been described by
analytical models. Gnecco et al. [2] introduced a modified

Tomlinson model based on reaction rate theory to show

Fig. 4 Variation in mean friction predicted by ParRep when run on
128 replicas vs. 64 replicas (circles and inset) and expected due to
typical MD simulation noise (solid line)
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subjected to separate treatment in the molecular model are

differentiated by color in Fig. 2. The system is driven (i.e.,

AFM tip moved over the substrate) by applying a velocity
to the atoms in the uppermost region (red) of the tip.

Except for this imposed displacement, the atoms in this

region are restricted from any movement in the x–y plane.
However, they are allowed complete freedom of movement

in the direction normal to the substrate surface (z-direc-

tion). The bottommost atoms of the system (green) are
fixed in all directions to provide structure to the simulation

cell. There are no positional constraints on any other atoms

in either the tip or substrate. Temperature is controlled in
the simulation by applying a Langevin thermostat [11] to

the atoms in the middle regions (grey) of the model tip and

substrate with a target temperature of 200 K. The ther-
mostat is intentionally not applied to the atoms near the

interface (yellow) to minimize the effect that it might have

on the stick–slip behavior.
A critical part of the ParRep implementation is to reli-

ably identify transitions that occur during the simulation. In

the present framework, transitions are associated with
topological changes in the relaxed state of the system.

Specifically, if, after minimization of the energy of the

system (at a fixed x position of the tip), one or more atomic
bond lengths differ by more than 20% from their previous

reference length, a transition is declared. In the following,

we assume that all atoms for which the equilibrium dis-
tance is less than 0.3 nm are bonded. This transition

detection method makes our implementation completely

general: we do not assume that the only relevant transitions
are concerted slips of the contact but rather explicitly

consider all topological changes of the system, be it dif-

fusive jumps of adatoms on the tip or more complex slip
mechanisms mediated, for example, by dislocation

propagation.

3 Results

To extract a friction trace from the ParRep simulation, we

average the total force on the fixed substrate atoms (green

atoms in Fig. 2) over the number of processors. Note that
averaging over processors in ParRep is equivalent to

averaging over a block of time, as is done in standard MD

simulations.
For this study, we ran the simulation parallel in time

across up to 256 processors. This allowed us to obtain

repeatable friction data at velocities as low as 0.001 m/s in
approximately 72 h using the ParRep code. An example of

typical results is shown in Fig. 3. Using standard MD, an

equivalent simulation would require more that a year.
The representative simulation-predicted friction trace

shown in Fig. 3 clearly exhibits the ‘‘saw-tooth’’ pattern

characteristic of simulated atomic stick–slip. The sudden
force drop-offs correspond to concerted slips at the inter-

face; as expected given the small contact size, we did not

observe dislocation-mediated slips. The long and short
segments of the friction trace correspond to face-centered-

cubic (fcc) and hexagonal-close-packed (hcp) registry

between tip and substrate, respectively. Given that the tip
was initially in fcc registry with the substrate and that the

effective lateral stiffness of such a small tip is very large,

the hcp registry is energetically disfavored here; hence it
makes a small contribution to the friction force trace.

The regular nature of the friction trace indicates that the
shape of the tip does not significantly vary with time.

Given its minimal surface area, slip along the (111) contact

plane is energetically favored over slip along other (111)

Fig. 2 Snapshot of the simulation cell illustrating the different
atomic regions that are treated differently in the model in order to
most correctly capture the behavior of the corresponding physical
system. (Color figure online)

Fig. 3 Friction force in the sliding direction as a function of the
position of the tip, predicted by the ParRep simulation at a velocity of
0.005 m/s

Tribol Lett (2009) 36:63–68 65
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Temperature-accelerated dynamics

Taken from Voter’s presentation
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Hyperdynamics (1997)

Parallel Replica Dynamics (1998)

Temperature Accelerated Dynamics (2000)

Accelerated Molecular Dynamics Methods

- Run MD at elevated temperature (Thigh) in state A.  

- Intercept each attempted escape from basin A 

- find saddle point (and hence barrier height) 

- extrapolate to predict event time at Tlow. 

- Reflect system back into basin A and continue. 

- When safe, accept transition with shortest time at Tlow.  

- Go to new state and repeat.



Temperature-accelerated dynamics
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Accelerated Molecular Dynamics Methods

• If each transition follows the Arhenius law: 

    k = ν0 exp[-ΔE/kBT] , 

• Then it is possible to extrapolate the first-escape time at low 
temperature from  

tlow = thigh exp[ΔE(1/kBTlow- 1/kBThigh)]

Los Alamos  LA-UR-07-3425

TAD temperature-extrapolated time

Because each rate is assumed to be Arrhenius,

k = ν0 exp[-ΔE/kBT] ,

the time for each particular event at high T can be extrapolated to low T:

tlow = thigh exp[ΔE(1/kBTlow- 1/kBThigh)] .

This time is sampled correctly from the exponential distribution at low T,
mapped from the high T sample:

phigh(t)

t

plow(t)

t

thigh tlow



Temperature-accelerated dynamics

Taken from Voter’s presentation
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 The Arrhenius view

when can we stop?



Temperature-accelerated dynamics : Example

Shim et al. PRL (2008)Vacancy Formation and Strain in Low-
Temperature Cu=Cu(100) Growth

Thigh = 200-400 K

Tlow = 40 K

νmin = 1012s-1

Here: up to 256 cores

difference between an atom and its nearest-neighbor atoms
in the plane below. For large deposition angles and cover-
ages larger than 5 ML there is significant strain, while for
smaller deposition angles the average strain increases
much less rapidly with increasing coverage.

What is the cause of the compressive strain? In
Refs. [3,4] it was suggested that the strain was primarily
due to vacancies. However, as shown in Fig. 2(b) due to the
existence of a significant number of deposition-induced
events in our simulations, the vacancy density in the grow-
ing film is an order of magnitude smaller than the inferred
experimental value of 2%. This is in contrast to KMC
simulations with restricted downward funneling [8] in
which vacancy defect densities of 15%–30% were ob-
tained. In addition, the vacancy density is only weakly
dependent on the deposition angle and so cannot explain
the strong dependence of the XRD pattern on deposition
angle. As a test, we have filled in the vacancies in our
simulated films and then relaxed the configurations. In all
cases, there was no significant change in either the average
compressive strain or the calculated XRD pattern. Thus,
while vacancy formation does occur in our simulations, it
is not the cause of the compressive strain or the experi-
mentally observed reflectance oscillations.

To understand the origin of the compressive strain for
large deposition angles we consider the surface morphol-
ogies obtained in our simulations. As can be seen in
Figs. 3 and 4(a), while the surface roughness remains

relatively small for ! ! 30", for larger deposition angles
(! ¼ 60") the surface roughness and density of surface
atoms increase rapidly with increasing coverage. In addi-
tion, for large deposition angles the effects of shadowing,
which prevents ‘‘valleys’’ from filling in, combined with
the suppression of thermally activated processes such as
downward funneling (DF) [19], leads to small-scale pro-
truding structures as shown in Fig. 3(c). The formation of
such ‘‘nanostructures’’ strongly enhances the surface atom

FIG. 3. Surface morphology for 7 ML parTAD films at T ¼
40 K (L ¼ 72) for case of (a) normal incidence (b) ! ¼ 30" and
(c) ! ¼ 60". (d) shows blow-up of portion of (c). Arrows in (b)–
(c) indicate azimuthal orientation of deposition.

FIG. 4. (a) Surface roughness and (b) density of missing sup-
port sites "m as a function of deposition angle and coverage.

FIG. 2. (a) Average compressive strain "c and (b) vacancy
density cv as a function of deposition angle and coverage.
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Accelerated molecular dynamics

Taken from Voter’s presentation Los Alamos  LA-UR-07-3425

Hyperdynamics (1997)

Parallel Replica Dynamics (1998)

Temperature Accelerated Dynamics (2000)

Accelerated Molecular Dynamics Methods

Los Alamos  LA-UR-07-3425

Hyperdynamics (1997)

Parallel Replica Dynamics (1998)

Temperature Accelerated Dynamics (2000)

Accelerated Molecular Dynamics Methods

invalidate the algorithm but may even be used to one’s ad-
vantage.

Having separated the energy landscape, we define mo-
tion in each of these regions. All the motion within the basin
is performed with conventional MD at the desired tempera-
ture. Once the configuration hits the dividing surface, the
MD is halted, the configuration is brought through the saddle
region to a new basin at the same energy, according to the
activation rules described below, and the MD is resumed at
the same temperature. All steps respect detailed balance and
the overall trajectory samples the basins according to the
proper thermodynamical ensemble.

The activated part of the algorithm is composed of two
steps: !1" the activation trajectory is first generated, from one
basin to the other, and then !2" the free-energy difference
between the beginning and the end of this trajectory is cal-
culated. The latter information is used for the accept-reject
step.

In the next subsections, we discuss these two steps in
detail before presenting the algorithm as it is currently imple-
mented.

A. The activated trajectory

We assume in what follows that the masses of all atoms
are the same. If this is not the case, introducing new coordi-
nates xi!=#mixi !xi denotes the original coordinates of atom
i and mi is its mass" and redefining the forces through the
derivatives of the potential energy in the new coordinates
converts the equations of motion into those for a system of
atoms with all masses equal to 1.

As in ART, an activation trajectory is created by moving
along the eigenvector corresponding to the lowest eigenvalue
of the Hessian. Unlike ART, however, there is no relaxation
in the perpendicular hyperplane. Instead, all atoms are
moved in such a way as to keep the total potential energy
constant. This is easily achieved, since the configuration is
thermalized, with roughly kBT /2 of available potential en-
ergy per degree of freedom above that in the local energy
minimum. More specifically, the activated trajectory is gen-
erated by iterating the following equation:

xi+1 = xi +
!"

2
!hi + hi+1" +

c!"

2
!Fi + Fi+1" , !2"

where hi is the normalized eigenvector at xi, corresponding
to the lowest Hessian eigenvalue, Fi is the total
N-dimensional force at xi ,!" is a constant that determines
the size of the increment, and c is a multiplicative constant
chosen to project the trajectory onto the hypersurface of con-
stant potential energy.

The orientation of h0 is chosen initially so as to point in
the direction of more negative curvature, i.e., away from the
initial basin; it is updated at each step by requiring that the
inner product of the local eigenvector hi with that at the
previous step, hi−1, be always positive. Values of h and F at
point xi+1 are obtained iteratively, i.e., initially hi+1=hi and
Fi+1=Fi are used in Eq. !2" to obtain a value of xi+1, then
values of h and F are calculated at the new point and inserted
into Eq. !2" to get the next iteration, etc.

Unlike in ART, there is no separate relaxation stage, and
Eq. !2" is iterated across the saddle region until the new
basin is reached, i.e., until the lowest eigenvalue passes the
threshold !from below, this time". At this point, the
activation-relaxation phase is stopped and MD is resumed
starting with the new configuration !see Fig. 1". This ensures
that the path generated from x0 to xp is fully reversible: a
configuration in basin p reaching xp would trigger the acti-
vation, bringing it to the other end of this path, at x0. Revers-
ibility, in a weak sense, is ensured by the symmetric criterion
for entering and leaving the saddle region as well as by keep-
ing the path on a hypersurface of constant energy: for each
transition, its inverse is also possible. In addition to revers-
ibility, we have to ensure that the relative probabilities of
these transitions are correctly weighted; this is discussed be-
low.

The conservation of energy requires that the length of
the velocity vector as MD is restarted is equal to that at the
beginning of the activation !$vp$= $v0$"; the direction should
be chosen so as to point inside the new basin, but otherwise
is arbitrary. After entering the new basin, MD is continued
for a very small number of steps—10 or so—to prevent the
system from a quick recrossing back to the original basin.
This is implemented by letting the system bounce back
against the constant-eigenvalue surface. After these few
steps, the MD stage continues until the system crosses the
basin boundary, and another activation is begun, etc.

We note that the activation path does not always lead to
a new basin. In our simulations, as illustrated in Fig. 1, it is
not rare to see the trajectory form a circular path, coming
back very close to the initial point x0, after a long excursion
in the saddle region. It is also possible that the trajectory
returns to the same basin but not at the starting point. This
does not invalidate the algorithm but makes it less efficient.

B. Calculating the event free energy

Once we have a trajectory, it is necessary to compute the
free-energy difference between its beginning and its end.

Consider the diagram in Fig. 2. This shows schemati-
cally a few nearby activation paths between different basin
boundaries %which are !N−1"-dimensional hypersurfaces&.
Points within area dS1 in the figure move to points within
area dS2. If an ensemble with the microcanonical distribution

FIG. 2. Sketch of tube connecting two basins !see text".

244707-3 Activated sampling in complex materials J. Chem. Phys. 123, 244707 !2005"
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Hyper molecular dynamics

Taken from Danny Perez  
+ AF.  Voter presentation, 
2008

  

Hyperdynamics

Concept: Fill the basins with a bias potential to increase the rate of 

escape and renormalize the time accordingly.

Assumptions:

- transition state theory (no recrossings)  

AFV, J. Chem. Phys. 106, 4665 (1997)

Procedure:

- design bias potential ΔV which is zero at all dividing surfaces so as not to bias     

rates along different pathways.

- run thermostatted trajectory on the biased surface (V+ΔV)

- accumulate hypertime as

        thyper= ΣΔtMDexp[ΔV(R(t))/kBT]

Result:

      - state-to-state sequence correct

- time converges on correct value in long-time limit (vanishing relative error)

V+ΔV

V



Hyper molecular dynamics : Example

  

The hypertime clock

MD clock hypertime clock

Δthyper

ΔtMD

System coordinate

Boost = hypertime/(MD clock time)

Taken from Danny Perez  
+ AF.  Voter presentation, 
2008



Hyper molecular dynamics : Example

  

Hyperdynamics

Key challenge is designing a bias potential that meets the 

requirements of the derivation and is computationally efficient. This is 

very difficult since we do not have any a priori information about 

neighboring states nor about the dividing surfaces in between them. 

Futher, we have to work in very high dimension.

A few forms have been proposed and tested.  Still a subject of 

ongoing research…

We recently proposed a self-learning version of the Bond-Boost 

potential of Miron and Fichthorn that automatically adapts to the 

system at hand, thus requiring no a priori parametrization. 

For discussion, see 
Voter, Montalenti, and Germann, Ann. Rev. Mater. Res. 32, 321 (2002)

  

Hyperdynamics bias potential

An extremely simple form:   flat bias potential

M. M. Steiner, P.-A. Genilloud, and J. W. Wilkins, Phys. Rev. B  57, 10236 

(1998). 

- no more expensive than normal MD (negative overhead(!))

- very effective for low-dimensional systems

- diminishing boost factor for more than a few atoms.

V+ΔV

V

Taken from Danny Perez  
+ AF.  Voter presentation, 
2008



  

Bond-boost bias potential

Ag monomer on Ag (100) at T=300K: long time behavior

Hyper molecular dynamics : Example

Taken from Danny Perez  
+ AF.  Voter presentation, 
2008



Properly-obeying-probability  
activation-relaxation technique

Can we mix ART with a dynamical method 
to generate a thermodynamically-weighted 
version of ART ?

POP-ART
POP-ARTPOP-ART
POP-ART



Basic idea

We divide the landscape into two 
regions : 

basins: regions where all the 
eigenvalues associated with 
the curvature of the energy 
landscape are above a give 
threshold 

saddle regions: regions where at 
least one eigenvalue is below 
the threshold.  

At low temperature, the system 
samples only the region of 
phase space associated with 
the basin regions

basins

saddle regions

The saddle regions are not visited often 
and do not contribute significantly to 
the thermodynamics



Algorithm

Standard MD
tunnel

Three steps: 

1. Standard finite temperature 
molecular dynamics in a minimum 
well. 

2. As we find a negative eigenvalue, 
we move on a constant 
configurational- energy surface 
following the direction associated 
with the lowest eigenvalue.  

3. We compute the Jacobian of 
transformation and accept or reject 
based on this value.

x⃗i+1 = x⃗i +
∆τ

2

(

h⃗i + h⃗i+1

)

+ c∆τ

(

F⃗i + F⃗i+1

)

This algorithm respects detailed balance.



Contributions to the Jacobian of transformation

dS1

h=h

dS2

basin 2

M
D 

tra
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h=h0

basin 1

0

where

Jb =
cos α1

cos α2
, (4)

Jxs =
dS ′

2

dS ′
1

. (5)

We call Jb the boundary factor and Jxs the cross-section factor.

We start by calculating the boundary part Jb. First, we note that Eq. (2) for the activation

trajectory is the discretized version of

dx⃗

dτ
= h⃗(x⃗) + c(x⃗)F⃗ (x⃗). (6)

This allows us to get an estimate of c, the factor preserving the total energy during the

activation.

We write the change in potential energy as

dU

dτ
=

dx⃗

dτ
·∇U = −

dx⃗

dτ
· F⃗ = −F∥ − cF 2, (7)

where F∥ = (F⃗ · h⃗). Since we want to keep U constant, dU
dτ = 0 and

c = −
F∥

F 2
. (8)

F 2 is a sum over N components of the force and thus scales as O(N), the system size,

since all modes are roughly equally excited. For its part, F∥ represents just one component

along the activated direction and does not grow with system size. These observations imply

therefore that c scales as O(1/N).

Next, we will show that the eigenvector h⃗ is nearly tangent to the trajectory. Using

Eq. (6), the angle β between the activation trajectory and the eigenvector h⃗ is given by

cos β =
(⃗h · dx

dτ )

|dx
dτ |

=
1 + cF∥

√

(1 + cF∥)2 + c2 · F 2
⊥

=

√

F 2
⊥

F 2
. (9)

Since, as discussed above, F 2
∥ ≪ F 2 for big systems, cF∥, c2F 2

⊥ ≪ 1, and cos β is nearly 1.

Thus we can replace the direction of the trajectory with the direction of h⃗ when calculating

angles α1 and α2.

Note that since the basin boundary is by definition the constant-eigenvalue surface, the

normal to it is parallel to ∇λ, where λ is the lowest eigenvalue. Then

cos α1,2 =
h⃗ ·∇λ

|∇λ|
, (10)

9



The boundary Jacobian
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where all quantities are evaluated at the beginning of the activation trajectory for α1 and at

its end for α2. Thus in order to calculate α1 and α2, we need a way to find ∇λ numerically.

The most efficient method is as follows. By definition, at point x⃗ in the configuration space,

Ĥ(x⃗)⃗h(x⃗) = λ(x⃗)⃗h(x⃗), (11)

where Ĥ(x⃗) is the Hessian operator at point x⃗. Considering x⃗ = (x1, x2, . . . , xN ) as a set of

N parameters {xi}, we can apply the Hellmann-Feynman theorem and find, in vector form

and with Einstein’s summation convention:

∇λ = h⃗∇Ĥh⃗ ≡
∂Hjk

∂xi
hjhke⃗i = −

∂2F⃗

∂xj∂xk
hjhk, (12)

where e⃗i are unit vectors along the coordinate axes.

This expression is simply the second derivative of F⃗ along the direction of the eigenvector

h⃗ with the negative sign, i.e.,

∇λ(x⃗) = lim
δ→0

2F⃗ (x⃗) − F⃗ (x⃗ + δ · h⃗) − F⃗ (x⃗ − δ · h⃗)

δ2
. (13)

It can be used directly for numerical evaluation. We simply need to compute the force F⃗ at

three nearby points along the direction of h⃗ for each boundary in order to obtain an accurate

evaluation of the boundary factor Jb.

2. Analysis of the cross-section Jacobian

The second factor in the total Jacobian is the cross-section factor Jxs. To evaluate it,

we need to see how the cross-section of an infinitesimally narrow tube formed by activation

trajectories changes between the two basin boundaries. Describing the evolution in the

configuration space as a function of τ by the equation

dx⃗

dτ
= f⃗(x⃗), (14)

then, as τ is incremented by dτ , point x⃗ transforms into x⃗ + f⃗(x⃗)dτ . The Jacobian of

that transformation is given by the determinant of the matrix Aij = δij + ∂fi

∂xj
dτ , which is

1 +
∑

i
∂fi

∂xi
dτ + O(dτ 2) = 1 + div f⃗dτ + O(dτ 2). For an infinitesimal volume δV (x⃗) around

point x⃗, the rate of change simply becomes

d

dτ
δV (x⃗) = div f⃗(x⃗) · δV (x⃗). (15)
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The correction on the area (entrance and exit) is simply the ratio of 
the cosine with respect to the normal

where

and

This last quantity is the gradient of the lowest eigenvalue - the direction 
perpendicular to the surface of constant value



The cross-section Jacobian
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Which can be solved formally:

δV (τ) = δV (0) exp

[
∫ τ

0

div f⃗(x⃗(τ ′))dτ ′

]

. (16)

Going back to the continuous version of our evolution equation, Eq. (6), we note that

|cF⃗ | = F∥/|F⃗ | ≪ 1. Therefore, the speed along the activation trajectory is nearly constant

(equal to one). Thus the infinitesimal volume δV will only change its size and shape in the

transverse directions, but will not shrink or expand in the longitudinal direction. Then the

tube cross-section ratio between any two points on the trajectory is the same as the volume

ratio between the same two points. The logarithm of the cross-section contribution to the

Jacobian is then

ln Jxs = ln
δV (τ)

δV (0)
=

∫ τ

0

div f⃗(x⃗(τ ′))dτ ′ (17)

=

∫ τ

0

div h⃗ (x⃗(τ ′)) + div
[

c (x⃗(τ ′)) F⃗ (x⃗(τ ′))
]

dτ ′.

Equation (17), together with Eq. (13) for the boundary factor, can be used in principle to

calculate the activation Jacobian. However, straightforward evaluation of the divergences

entering Eq. (17) by calculating numerically the derivatives of h⃗ and F⃗ along N orthogonal

directions for many points on the trajectory is computationally very costly and any usable

method will require further careful analysis and making certain reasonable approximations,

as discussed below.

The logarithm of the cross-section factor in the Jacobian is an integral along the activation

trajectory:

ln Jxs =

∫ τ

0

j(x⃗(τ ′))dτ ′, (18)

where

j(x⃗) = div h⃗ + div (cF⃗ ) = div h⃗ + c div F⃗ + F⃗ ·∇c. (19)

Compare now the second and the third terms in Eq. (19) to show that the third term can be

neglected. In the second term, div F⃗ is the trace of the Hessian H taken with the negative

sign and is therefore O(N). Since c is O(1/N), the second term in Eq. (19) is O(1). Now

consider the third term. Using Eq. (8),

F⃗ ·∇c = −F⃗ ·∇

(

F∥

F 2

)

=
F∥

F 2
·
F⃗ ·∇F 2

F 2
−

F⃗ ·∇F∥

F 2
. (20)
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If we use the coordinate system in which axes are parallel to the eigenvectors of the Hessian

at point x⃗ (in particular, the zeroth axis is parallel to h⃗), then ∂Fi/∂xj = −λiδij , where λi

is the ith eigenvalue of the Hessian. Then the first term in Eq. (20) is

F∥

F 2
·
F⃗ ·∇F 2

F 2
= 2c

∑N−1
i=0 F 2

i λi

F 2
, (21)

which is O(1/N) (given that all λ’s are O(1), c is O(1/N) and
∑N−1

i=0 F 2
i = F 2) and is thus

negligible compared to the second term of Eq. (19). In the second term of Eq. (20),

F⃗ ·∇F∥

F 2
=

F⃗ ·∇
(

∑N−1
i=0 Fihi

)

F 2

=
F⃗ ·

∑N−1
i,j=0((∂Fi/∂xj)hie⃗j)

F 2

+
F⃗ ·

∑N−1
i,j=0(Fi(∂hi/∂xj)e⃗j)

F 2

=
−F0λ0

F 2
+

∑N−1
i,j=0

∂hi

∂xj
FiFj

F 2
. (22)

In the last expression, the first term is clearly O(1/N) and thus negligible; the second term

is also negligible (this will be so even under a completely unrealistic assumption that all of

∂hi/∂xj are O(1), since Fi are of random signs). Thus the third term in Eq. (19) can always

be neglected for big enough N and we end up with

j = div h⃗ + c div F⃗ . (23)

In Appendix A, we will discuss the physical meaning of the second term in Eq. (23), using

the harmonic approximation.

C. Implementation of the POP-ART algorithm

The actual implementation of POP-ART, as used to obtain the results presented in the

next section, incorporates the following steps:

1. We start with MD at finite temperature and first equilibrate by rescaling the velocities.

We use a 1 fs step and compute the lowest eigenvalue every 10 steps. After we have

crossed the basin boundary defined by the threshold, we retrace our MD path and

identify the crossing time with an accuracy of 1 fs.

12

compared to the second sum (this is an approximation similar to the one used in Eq. (27)).

We therefore obtain

c div F⃗ ≈ −

[

U ′
0(x0) +

1

2

N−1
∑

i=1

U ′′
0 (x0) + ki(x0)

U ′′
0 (x0) − ki(x0)

k(1)
i x2

i

]

×

∑N−1
i=1 ki(x0)

∑N−1
i=1 k2

i (x0)x2
i

. (54)

As explained in Appendix A, we can replace x2
i with their thermal averages and then

c div F⃗ ≈ −
[

U ′
0(x0) (55)

+
1

2

N−1
∑

i=1

U ′′
0 (x0) + ki(x0)

U ′′
0 (x0) − ki(x0)

k(1)
i

ki(x0)
kBT

]

/

kBT.

Then finally

j = −U ′
0(x0)/kBT −

1

2

N−1
∑

i=1

k(1)
i

ki
, (56)

and the Jacobian J is

J = exp(∫ j(x0)dx0) = exp [−(∆U0 − T∆S)/kBT ]

= exp[−∆F/kBT ], (57)

where ∆U0 is the change in U0, ∆S is the change in entropy S [as given by Eq. (37)] between

the two basin boundaries, and ∆F = ∆U0 − T∆S — exactly as expected.
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The displacement along curve is given by 

τ → τ + dτ x⃗ → x⃗ + f⃗(x⃗)dτ

With

As then

f⃗(x⃗) = h⃗(x⃗) + c(x⃗)F⃗ (x⃗)
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POP-ART Trajectories

Energy difference: 0.75 eV

MD POP-ART

Ratio top to bottom at 1000 K 1.6 +/-0.1 % 1.3 +/- 0.3%

Ratio top to bottom at 1200 K 3.6 +/-0.1 % 3.5 +/- 0.3%

Two energy minima with the same 
energy (+/- 0.01 eV)

To establish the validity of the implementation of POP-ART we compute the 
probability of  begin in the top states vs. the bottom state at 1000 and 1200 K



Sampling the phase space : vacancy in Si
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Barrier: 0.43 eV



Conclusions

POP-ART is a promising method to sample thermodynamically 
the phase space of complex systems 

it respects detailed balance 

it requires only local information 

it computes exactly the free energy difference (no harmonic 
approximation) 

POP-ART can be up to 10000 faster than MD even at room 
temperature 

Suffers from low-barrier - a problem that we did not manage to 
solve



Standard Kinetic Monte Carlo

We want to solve the evolution of a stochastic system which can be
described by the Master’s equation:

At any moment, the escape rate from a state is given by :

If the first-passage time is given by a Poisson distribution, then the escape 
time associated with this rate can be written as  
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Figure 1: Flowchart of the implementation of k-ART structure.

2.1. The fundamentals of kinetic Monte Carlo

Here, we are concerned with the time evolution of a sys-
tem characterized by relatively deep local metastable states, i.e.
states isolated from others by energy barriers that are high with
respect to the temperature. In this case, the time evolution is
controlled by rare barrier crossings that bring the system from
a well-defined local minimum into a new one. This rare-event
process ensures that hops from local minimum to local mini-
mum are completely uncorrelated so that the escape event se-
lected at a time tn is perfectly independent from that at time
tn�1 (see Fig. 2). It also ensures that no two hops take place at
exactly the same time, so that events can be uniquely ordered
in time. In this case, the dynamical role of phonons —or ther-
mal vibrations— becomes limited to decorrelating the hops and
to provide a rare boost through thermal fluctuations. Thermal
vibrations allow therefore the system to gain su�cient energy
in a given direction and to reach a transition state leading to a
new minimum. When these criteria are met, the transition state
theory establishes how one can go to compute the escape rates
from a local minimum (see, for example, Voter et al. [16]). With
these rates at hand, as described below, it is then possible to
generate physically-based kinetic trajectories that are fully de-
scribed by minimum-energy configurations along the way and
the escape rates towards neighboring states.

The basic idea behind kinetic Monte Carlo (KMC), intro-
duced by Bortz et al. [17] and first applied to materials by Voter
[18], is that when a system is trapped into an energy-minimum
separated by large enough barriers with respect to the temper-
ature, all memory from its previous states is forgotten before it
leaves for a new states. This decorrelation is fully justified by

the fundamentally chaotic nature of (deterministic) dynamical
trajectories (see [19], for example). In this case, it is possible
to simply consider that the pathway is constructed of uncorre-
lated steps each determined at random from a set of events { j}
associated to a minimum i, each defined by its own rate, Ri! j.

The time evolution through those internal stochastic pro-
cesses, is simply driven by the master equation

@Pi(t)
@t
=
X

j

⇣
Pj(t)Rj!i � Pi(t)Ri! j

⌘
(1)

which gives us the probability Pi of finding the system in the
minimum i at time t. Here, j runs over all states except i.

Since the probability that any event takes place is considered
random, the escape rate ri

e from the local minimum is simply
given by the sum of the rates

ri
e =
X

j

Ri! j (2)

with the first-passage escape time out of the minimum taken
from a Poisson distribution characterized by this escape rate,

te = � ln µ
ri

e
(3)

where µ is a random number taken from [0, 1] at which point an
event j is produced with a probability given by its relative rate:

Pi! j =
Ri! j

ri
e
. (4)

Algorithmically, KMC consists therefore only of three steps:

1. From a given configuration, identify all escape events and
their associated rate;

2. Compute the first-passage escape time (Eq. 3);
3. Select an event at random with the proper probability

(Eq. 4) and move the system accordingly.

Those simple three steps allow us to solve equation (Eq. 1)
through a stochastic approach. The elegance of this method lies
in its simplicity but also in the fact that, contrary to most Monte
Carlo algorithms, selected events are always accepted.

For lattice-based problems with short-range interactions, the
implementation of KMC is straightforward as rates are readily
defined at the root of the model itself.

The application of KMC to materials is more di�cult, how-
ever, mostly because of the di�culty associated with identi-
fying events and computing the associated rates. K-ART ad-
dresses this issue at the expense of heavier computational load
compared to standard KMC, still o↵ering considerable speed-
ups compared to standard molecular dynamics (MD) which re-
mains the gold standard due to its versatility and simplicity.

In the next two subsections, we describe the k-ART approach
to generating and classifying events around each minimum,
providing the basic information needed for KMC. In the last
paragraph, we give a short overview of a few other aspects of
the algorithm that are necessary to make the code e�cient.
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Algorithmically, KMC consists therefore only of three steps:

1. From a given configuration, identify all escape events and
their associated rate;

2. Compute the first-passage escape time (Eq. 3);
3. Select an event at random with the proper probability

(Eq. 4) and move the system accordingly.

Those simple three steps allow us to solve equation (Eq. 1)
through a stochastic approach. The elegance of this method lies
in its simplicity but also in the fact that, contrary to most Monte
Carlo algorithms, selected events are always accepted.

For lattice-based problems with short-range interactions, the
implementation of KMC is straightforward as rates are readily
defined at the root of the model itself.

The application of KMC to materials is more di�cult, how-
ever, mostly because of the di�culty associated with identi-
fying events and computing the associated rates. K-ART ad-
dresses this issue at the expense of heavier computational load
compared to standard KMC, still o↵ering considerable speed-
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mains the gold standard due to its versatility and simplicity.

In the next two subsections, we describe the k-ART approach
to generating and classifying events around each minimum,
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paragraph, we give a short overview of a few other aspects of
the algorithm that are necessary to make the code e�cient.
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theory establishes how one can go to compute the escape rates
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these rates at hand, as described below, it is then possible to
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the escape rates towards neighboring states.
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separated by large enough barriers with respect to the temper-
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trajectories (see [19], for example). In this case, it is possible
to simply consider that the pathway is constructed of uncorre-
lated steps each determined at random from a set of events { j}
associated to a minimum i, each defined by its own rate, Ri! j.
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1. From a given configuration, identify all escape events and
their associated rate;

2. Compute the first-passage escape time (Eq. 3);
3. Select an event at random with the proper probability

(Eq. 4) and move the system accordingly.

Those simple three steps allow us to solve equation (Eq. 1)
through a stochastic approach. The elegance of this method lies
in its simplicity but also in the fact that, contrary to most Monte
Carlo algorithms, selected events are always accepted.

For lattice-based problems with short-range interactions, the
implementation of KMC is straightforward as rates are readily
defined at the root of the model itself.

The application of KMC to materials is more di�cult, how-
ever, mostly because of the di�culty associated with identi-
fying events and computing the associated rates. K-ART ad-
dresses this issue at the expense of heavier computational load
compared to standard KMC, still o↵ering considerable speed-
ups compared to standard molecular dynamics (MD) which re-
mains the gold standard due to its versatility and simplicity.

In the next two subsections, we describe the k-ART approach
to generating and classifying events around each minimum,
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paragraph, we give a short overview of a few other aspects of
the algorithm that are necessary to make the code e�cient.
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exactly the same time, so that events can be uniquely ordered
in time. In this case, the dynamical role of phonons —or ther-
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to provide a rare boost through thermal fluctuations. Thermal
vibrations allow therefore the system to gain su�cient energy
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new minimum. When these criteria are met, the transition state
theory establishes how one can go to compute the escape rates
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these rates at hand, as described below, it is then possible to
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scribed by minimum-energy configurations along the way and
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separated by large enough barriers with respect to the temper-
ature, all memory from its previous states is forgotten before it
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trajectories (see [19], for example). In this case, it is possible
to simply consider that the pathway is constructed of uncorre-
lated steps each determined at random from a set of events { j}
associated to a minimum i, each defined by its own rate, Ri! j.
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Algorithmically, KMC consists therefore only of three steps:

1. From a given configuration, identify all escape events and
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2. Compute the first-passage escape time (Eq. 3);
3. Select an event at random with the proper probability

(Eq. 4) and move the system accordingly.

Those simple three steps allow us to solve equation (Eq. 1)
through a stochastic approach. The elegance of this method lies
in its simplicity but also in the fact that, contrary to most Monte
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defined at the root of the model itself.

The application of KMC to materials is more di�cult, how-
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Standard Kinetic Monte Carlo

In standard KMC, the problem studied must be defined on a lattice

A list of events must then be 
constructed. 

Including the final sites we get:

210 = 1024 different events and 
barriers and prefactor

At a given moment, we select one of 
the possible events at random based 
on their rate r of occurrence

and make the  move and update the 
clock according to 

�t = � lnµ�
ri

A. B. Bortz, M. H. Kalos, and 
J. L. Lebowitz, J. Comput. Phys. (1975). 



Kinetic Monte Carlo simulation of the 
growth of polycrystalline Cu
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Co growth on Cu(111)

ture below TD, until adatoms self-organize into the nano-
structure made of monomers. !iii" Annealing the deposited
adlayer at a temperature TD until the number of dimers
reaches its maximum.

Figure 2 presents the snapshots of evolution of the simu-
lated Co submonolayer. Figure 2!a" shows the submonolayer
immediately after deposition at 7 K. At this temperature the
adatom diffusion is frozen and adatoms are arranged ran-
domly, where 73% of adatoms are in the form of monomers,
22% of dimers, 5% of trimers, and larger clusters. The ran-
dom arrangement of adatoms, shown in Fig. 2!a", has been
used as the initial configuration for annealing at T
=16–23 K. The results for 16 K and 22 K are shown in
Figs. 2!b" and 2!c", respectively. Because dimers !and larger
clusters" do not diffuse at considered temperatures, the
dimers nucleated during deposition can be found in Figs.
2!a"–2!c" in the same positions. At 16 K adatoms rearrange
into a dilute percolating island. The island consists mainly of
monomers !72%". An average separation between monomers
!precisely defined in Ref. 12" equals 4.6!1"a. About 63% of
adatoms are in fcc sites. Monomers in the island are locally
mobile and instantaneously change their position in a wide
and shallow potential well around r1 !Fig. 1". One can say
that the island is in a “dilute liquid” state. At T!20 K some
adatoms have the kinetic energy large enough to form dimers
in a reasonable time. Figure 2!c" presents a nanostructure
containing mostly dimers as obtained by simulated annealing
at 22 K. The dimers form dilute islands with a weak local
hexagonal order and an average mutual distance of 4.7!2"a.
Here, the 1% of adatoms is in the form of monomers, 87% of
dimers, 12% of trimers, and larger clusters. About 61% of
adatoms are in fcc sites. The white arrow points at monomer
trapped among dimers. The trapped monomer has no chance
to meet another monomer and form a dimer but it would end
up us a part of a new linear trimer. Such a favorable attach-
ment from the ends of a dimer was discussed in Refs. 8, 16,
and 30. The tendency to linear chain formation seems to be a
general feature of systems with oscillatory interactions
between adatoms.

The KMC code !developed by the author12" enables one
to observe adatoms’ movement. At temperature of 16–23 K
monomer diffuses freely on the clean surface. Dimer can
carry out only a localized nondiffusive motion. It is a rota-

tional motion around the central atom in the hexagonal cell
of six substrate atoms. Individual atoms can jump over the
transition !bridge" sites taking the dimer through fcc-fcc, fcc-
hcp, and hcp-hcp configurations. The dimer intracell motion
has been discussed for Cu/Ag!111",19,20 Al/Al!111",31 and
Cu/Cu!111" !Ref. 32" systems. The binding energy of Co
dimer !1.2 eV" prevents its dissociation and out-of-the-cell
motion. As it has been observed in Ref. 20, the rotation of
dimer is strongly influenced by neighboring dimers and
monomers. Problem of dimmers mobility is out of the scope
of this work. The trimers are immobile in the considered
range of temperatures.

Figure 3 presents the relative number !in %" of adatoms in
the form of dimers !Ndim" and trimers !Ntrim" as a function of
annealing time t, at temperatures 18–23 K. It allows to find
the temperature leading to a nanostructure composed of
dimers with the lowest possible number of monomers and
trimers. For clarity, the curves Ntrim!t"T for T=19 and 21 K
are not shown. The Ndim!t"T initially increases very fast,
reaches a flat maximum and then slowly decreases. The tem-
perature 23 K is already too high, because the Ndim!t"
abruptly decreases as a result of nucleation of trimers. The
Ndim!t"T has maximal value at T=22 K and t#140 s.

At a given coverage and T"TD, the probability of dimer
formation depends on the number of active monomers. Only
the active monomers are able to meet another active mono-
mer and nucleate a dimer. Monomers trapped among dimers
do not participate in nucleation of dimers. Formation of di-
lute island made of dimers can be divided into two stages. In
the first stage there are plenty of active monomers and the
dimers are nucleated very frequently. It is the stage of dimer
formation, where the processes of monomer self-assembling
!0–1 s" into a dilute island as well as formation of dimers
!0–40 s" take place at the same time. !The numbers in the
parenthesis relate to time of annealing at 22 K." At the sec-
ond stage !t"40 s", the active monomers are nearly used up
and dimer formation is hindered. The remaining active
monomers are located at island edges. They diffuse along the

(a) (b) (c)

FIG. 2. !Color online" Snapshots of 0.03 ML of Co on the
Cu!111" surface. The size of the simulation cell is 100a#111a. !a"
Random configuration of adatoms deposited at 7 K at a flux 0.01
ML/s. !b" The nanostructure made up of monomers !T=16 K, an-
nealing time t=500 s". !c" The nanostructure composed of dimers
!T=22 K, t=140 s". White arrow points at monomer trapped
among dimers. The marked region is shown in Fig. 5.

FIG. 3. !Color online" Relative number of adatoms in the form
of dimers and trimers as a function of annealing time. The anneal-
ing temperature is a parameter of the curve. For clarity, curves for
trimers at T=19 and 21 K are not shown.
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Limitations of Standard Kinetic Monte Carlo

1. Uses a predefined and limited 
catalogue of known diffusions 
events and barriers at T=0

    can miss mechanisms

2. Constrains atoms to move only 
on a predefined lattice which can 
be real or effective

        atoms are not always on lattice

3. Supposes that there are no long-
range interactions between 
defects

        elastic effects can be important



But we know that...

1. Diffusion barriers are affected 
significantly by the elastic 
deformation around the defect and 
the event catalogue must be enriched 
as the system evolves

2. For example, vacancy-vacancy 
interaction is long range and so it 
should be included in the calculations

3. Off-lattice positions are common, 
especially in semiconductors and at 
high temperature, as observed by 
molecular dynamics, for example. 
These cannot all be predicted at the 
onset of the simulation.



Overcoming these limitations

Molecular dynamics:  
Hyperdynamics  (Voter, PRL 1997)

Temperature accelerated dynamics (Sørensen and  Voter, JCP 2000)

Parallel MD    (Voter, PRB, 1998 )

Master equation: 
   Start a connected network of events       (DJ Wales, Mol. Phys. 2002)

kMC on a precalculated trajectory
   Construct a 1D trajectory with autonomous basin climbing method  
                                             (Fan, Kushima,  Yip and Yildiz, PRL 2011)



kMC with event list rebuilding at each step

This method works well for small or simple systems. However, the 
number of barriers at each step much remain low.

formed, but two smaller islands also exist. After 1000 tran-
sitions, one of the small clusters has merged with the large
island which has taken a more compact shape. Finally after
7902 transitions, a single compact island is formed, and at 1
ms, !65 720 transitions" the island reaches its lowest energy
shape. The mechanism for atoms crossing a corner or filling
in a kink site invariably involves a two-atom displacement
process with a substrate atom.

Of the 100 000 transitions in this simulation, only 300
brought the system to a new state. Many processes involved
rearrangements of the three atom cluster or an adatom mov-
ing along the edge of an island. After each transition, the new
state is compared to a table of all the old configurations. If
the new state has been seen before, no dimer searches are
performed. Rather, a new transition is chosen from the old
list of processes. In this way, low barriers which are seen
frequently do not contribute significantly to computational
time. The total computer time for the simulation was ap-
proximately one week on a PC.

V. DEPOSITION AND SURFACE GROWTH

Multiple time scale simulations of Al!100" crystal
growth were carried out by combining classical dynamics of
deposition events with the long time scale simulation of the

time intervals between deposition events. Interesting pro-
cesses can take place during the deposition event,43,44 but the
excess energy released as the incoming atom binds to the
surface dissipates quickly, in 1 or 2 ps.43,44 This period of
time can easily be simulated by direct classical dynamics.
After the ‘‘hot-spot’’ has cooled down and the system has
thermalized, transition state theory can be applied to the ac-
tivated diffusion processes. The long time scale calculation
was done in the same way as described in Sec. IV, but at
each step a deposition process was added to the table of
possible events. A smaller system was used than in the rip-
ening simulations, the cell consisted of 32 atoms per layer.
Atoms were deposited at a rate of one monolayer per milli-
second (32!103 s"1). A deposition process was simulated
by placing an aluminum atom at a random position 10 Å
above the surface and giving it an initial velocity towards the
surface characteristic of the simulation temperature. Classi-
cal dynamics were run until the component of the velocity of
the deposited atom perpendicular to the surface had changed
sign twice. At this point the system was considered to be
equilibrated and the KMC simulation took over. In this way,
the short deposition time scale was simulated accurately as
well as the longer time scale of thermally activated diffusion
processes.

Growth at 100 K was first simulated. A total of 9.5 layers
were deposited in 9.8 ms. This took 500 events in the KMC
simulation of which 302 were deposition events. An impor-
tant question in crystal growth is how smoothly the surface
grows, i.e., how well a layer gets completed before the next
layers starts forming. A key issue is how an adatom that
lands on top of an island manages to descend down to the
more stable edge site. Typically, an adatom descends by a
two-atom concerted displacement process, as is shown in
Fig. 7, but the simulation also revealed interesting three- and

FIG. 6. Snapshots from a simulation of ripening of Al adatoms on an
Al!100" surface. Initially 20 atoms were deposited at random on the surface,
a coverage of 0.4. After 6 ns !10 transitions" all the adatoms have merged to
form clusters. After 70 ns !344 transitions" a large, compact island has
formed, but there are still two outlying islands. The trimer in the upper left
has four possible rearrangements with a low activation barrier. Many of the
344 transitions correspond to these rearrangements but old configurations
are stored during the simulation so the repeat processes do not require new
dimer searches. After 8 #s !1000 transitions" the large island has taken a
more compact shape and merged with one of the smaller islands. Finally
after 10 #s !7902 transitions" a single large island has formed, and at 1 ms
!65720 transitions" the island has rotated and taken its most compact shape.

FIG. 7. Three processes observed during a simulation of Al atom deposition
on Al!100" at 100 K. The deposition rate was one monolayer per millisec-
ond. Ten monolayers were grown, each consisting of 32 atoms. The pro-
cesses involve descent of an adatom into a lower layer. Most often an ada-
tom descends by a two-atom concerted displacement process as shown in
!1". But, processes involving concerted displacement of three and four at-
oms where the adatom starts two or three sites away from the island edge
were also often observed in the simulations. While the activation energy of
these long range processes is higher, it is still small compared with the 0.23
eV activation energy for adatom diffusion on the flat !100" terrace, and the
prefactor is larger. The remarkable ease by which an adatom can descend
from atop an island on Al!100" leads to layer-by-layer growth in this small
system even at temperature as low as 30 K.
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mum, A. When a new state is visited, a swarm of dimer

searches is sent out from the vicinity of the potential energy

minimum. For the calculations described in Sec. IV, either 25

or 50 dimer searches were used. In this example, ten random

displacements from the position of the minimum were cho-

sen as starting points of dimer searches. Figure 4!a" shows
the path of the ten dimer searches. In this calculation, four

distinct saddle points !!" were found. The system is then

quenched on either side of each saddle point in order to

verify that it lies on a minimum energy path !shown in gray"
from the given initial state minimum. All the saddle points

found in this case did connect back to the initial minimum. If

not, the saddle point is discarded from the list of possible

transitions. In the same way as described in Sec. II B, a tran-

sition is chosen from the list, the system is advanced to the

final state of that transition, and the time interval associated

with the transition is added to the accumulated time. In this

example, transition 1, which corresponds to the lowest bar-

rier was chosen, and the system was advanced to state B.

From the new minimum the process is repeated. New dimer

searches are sent out #Fig. 4!c"$, the saddle points verified
#Fig. 4!d"$ and then one is chosen for the next transition.

III. THE Al„100… SURFACE

We have chosen dynamics of Al adatoms on an Al!100"
surface as a test problem for the long time scale simulation

method. There are two reasons for that. First, an accurate

embedded atom potential of the Voter and Chen form exists

for aluminum.42 Second, Al!100" is a rich system because

there are many different transitions with a rather low energy

barrier even for just a single adatom on the Al!100" surface.
We have previously studied this system extensively with the

dimer method.24 The four lowest energy processes found are

shown in Fig. 5. A particularly interesting aspect of the

Al!100" system is that a concerted displacement process has

a lower energy barrier than the direct hop process. This was

shown by Feibelman with density functional theory

calculations.10 In our simulations, the system consists of a

six layer slab with 50 atoms per layer. The bottom two layers

are held frozen and the top surface is left open to vacuum.

The dimer calculations revealed 60 different transitions for

adatom diffusion in 1000 dimer searches.24 On average the

low energy transitions, the concerted displacement involving

two and four atoms, and the hop, were found three quarters

of the time. One quarter of the time a wide collection of

higher energy processes were found. This is a very important

result because it indicates that a dimer search started in a

random direction has high probability of finding a saddle

point for one of the low barrier transitions.

In the KMC scheme, it is assumed that all relevant tran-

sitions have been found. Transitions that have a high activa-

tion energy and/or low prefactor are unlikely to occur and are

typically not important. Given that the two-atom concerted

displacement process is found a quarter of the time, there is

an 80% certainty of finding all the four transitions that are

equivalent by symmetry in 50 dimer searches. The fact that

all of the equivalent processes may not be found is not so

serious since only one gets chosen at random in the KMC

simulation. The important thing is that a representative

sample of the transitions is found over the relevant range of

activation energy and that no category of transitions is ex-

cluded. The error mainly shows up in the time scale of the

simulation which is dominated by the low barrier transitions.

If only half the low barrier transitions are found, the simula-

tion clock will be running two times too fast. Since the chal-

lenge of reaching long time scale is a matter of spanning

several orders of magnitude, a factor of 2 is typically not a

serious issue. With a modest number of dimer searches, the

method can give a good qualitative idea of how the system

will behave at low temperature over long time scale. For an

accurate simulation, it is clear that many dimer searches need

to be carried out. Fortunately, the different searches can eas-

ily be carried out in parallel on loosely connected cluster of

computers.

IV. APPLICATION TO ISLAND RIPENING

The results of a kinetic Monte Carlo simulation coupled

with dimer searches is shown in Fig. 6. Initially 20 atoms, a

coverage of 0.4, were randomly deposited on the Al!100"
surface consisting of 50 atoms using classical dynamics.

Then the system was quenched to the nearest local energy

minimum. This configuration is shown in the first panel

(n!1). After that, the time evolution of the system at 300 K
was simulated. On average, 17 distinct processes were found

when 25 dimer searches were carried out. When 50 dimer

searches were used, this number rose to 23, indicating that

some, but not too many, transitions were missed with 25

searches. During the first ten transitions, the adatoms dif-

fused via the concerted displacement or hop processes to

form clusters. After 344 transitions, a large island has

FIG. 5. The four lowest energy transitions found with the dimer method for

the diffusion of an Al adatom on Al!100". For each transition, the initial
state, the saddle point configuration, and the final state are shown. Atoms are

shaded by depth and the atoms that move the most in each transition are

labeled. The energy of each transition is given in eV. The lowest energy

transition is the two-atom concerted displacement !1". The hop !2" has simi-
lar activation energy as a four-atom !3" concerted displacement process and
a complex process !4" involving local hex reconstruction. Note the large
prefactor for the multiatom processes. Because Al adatoms can so easily

displace atoms in the surface, a growing Al!100" surface can undergo a great
variety of transition which would be hard to find by guesswork.
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Overcoming these limitations

Over the last few years, many methods have also tried to introduce 
a catalog with off-lattice configurations 

Kinetic ART  (El-Mellouhi, Lewis and Mousseau, PRB 2008)
• uses ART nouveau (currently, fastest saddle-point search method)
• Topological classification, handles any complexity and full elastic effects

Self-Learning KMC (Kara, Trushin, Yildirim and Rahman, JPCM 2009)
• limited saddle point searching capacities (drag + repulsive bias potential)
• pattern recognition based on the existence of a lattice (no elastic effects)

Self-evolving atomistic KMC (Xu, Osetsky and Stoller, PRB 2011)   
• uses dimer method
• new searches in local environment  (no elastic effects)

Local-environment KMC (Konwar, Bhute and Chatterjee, JCP 2011)
• NEB for predetermined mechanisms (biased catalog)
• Local geometrical classification (no elastic effects)



KINETIC ART

Can we recover 
the dynamics of 
relatively complex
systems dominated 
by activated diffusion?



Kinetic ART

1) Generates the catalog and refines events with
                                     ART nouveau

2)Classifies and reconstructs events with
                             Topological analysis - NAUTY

3) Evolves the system with
                                              Kinetic Monte Carlo



A topological classification

We suppose that all configurations can be classified in terms of their 
topology and that the events generated will have the same topological 
evolution.

1. Using the neighbour list, a 
graph is generated

2. The graph is analysed at its 
topology identified

3. All graphs with the same 
topology belong to the same 
class

F. El-Mellouhi, NM and L.J. Lewis,  
PRB 78, 153202 (2008).

[ 912419 ]

NAUTY

(a)

(b)

(c)

(d)



[ 912419 ]

NAUTY

(a)

(b)

(c)

(d)

Topological analysis with NAUTY

1. Store the topology label in a hash table, rehash the label if clustering 
occurs;

2. Update the occurrence of the topology; 
3. If topology is completely new, store it and find the events and rate lists 

associated with it.

Prepare the graph of 
connectivity between 
atoms and label them 

Take a sphere 
around each atom



NAUTY

NAUTY is a program for computing automorphic groups of graphs;  it can 
also produce a canonical labelling taking into account symmetry operations 
of the graph.

Brendan D. McKay, Practical Graph Isomorphism, Congressus Numerantium, 30 (1981) 45-87.
http://cs.anu.edu.au/~bdm/nauty/
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NAUTY

Nauty also handles chemical order and 
distingues same topology with different 
chemical distribution

Brendan D. McKay, Practical Graph Isomorphism, Congressus Numerantium, 30 (1981) 45-87.
http://cs.anu.edu.au/~bdm/nauty/

With labels, we can also handle 
different symmetries with same 
topology



A few more details of implementation

event label  = 144213

Initial Topology 
label = 47474

Saddle Topology
label = 120747

Final 
Topology
label = 912419

……………………………………………………………………..

Event hash table

Hash function



Storage of events

144213 1235300  833471   1235300   133248

Ktot

K1+K2 K3+K4 K5

K1+..+ K4

Balanced binary tree with all possible events inserted at the bottom
The upper nodes contain the cumulative rates.

Generated events are inserted easily to the binary tree;
Cumulative rates are updated only along one branch;
Events can be removed easily without unbalancing the tree; 
Event selection requires O(log n) time in the average case. 

New event

 K5



Reconstructing the events

Initial and final atomic positions for event 833471  are stored in the order that conserves the 
isomorphism group; 
The atom that  execute this event is  randomly chosen from a list of atoms having the same 
topology label as Initial.

final

Event 833471

initial
The actual topology around 
the atom that will execute 

the move

Extract the symmetry 
operations by 

comparing atoms order 
and coordinates

Finally apply the 
symmetry operation 

on final to execute the 
move correctly



The algorithm

After an event :
1. The topology of all the atoms within the active part 

of the event is evaluated again;

2. If the topology is known, import the list of events; if 
not, generate ART events;

3. If some of the old topologies do not have enough 
events, try a few more ART steps;

4. Store these new topologies.

5. Relax all relevant barriers to take into account elastic 
effects

6. Compute rate and apply KMC



Barriers 0.1‐0.2 eV 

rate 1 + rate2 + rate3  

Event 1   

rate 1 

Event 2  

rate 2 

Event 3 

rate 3 

Barriers 0.2‐0.3 eV 

rate 1 + …+ rate 6  

Event 4 

rate 4 

Event 5  

rate 5 

Event 6 

rate 6 

Barriers 0.3‐0.4 eV 

rate 1 + …+ rate 8 

Event 7 

rate 7 

Event 8  

rate 8 

Sum of all rates of 

GENERIC event 

rate 1 +..rate n  

55%  

of  total rate 

99.99% 

Stop refining  

100 % 

Taking into account long-range elastic effects

After each event,  saddle points are refined and 
the energy barriers are reevaluated to take in to 
account short and long-range effects.

To decrease the costs, only events with low-
barriers are refined. Those with a high barrier 
are given the default value associated with the 
init



A few implementation details

Economical management of events
All generic events visited are stored and can be reused

i. to extend the system’s simulation

ii. to use in a new simulation

iii. to use with a different system

This can save a tremendous amount of time for example

study of mono-vacancy, di-vacancy can be used for the 10-
vacancy problem.

Specific (relaxed) events are also stored and relaxation 
starts from the last points



A flow-chart for kinetic ART

Relax the lattice

Generate events with ART

Choose at random

one of the events and

one atom to execute it

Execute the selected move and

increment time.

Initialize

END

YES

NO

NO

YES

Is the

local configuration

known ?

Total time

reached ?

Figure 1. Flowchart showing
the main structure of k-ART.

neighborhoods and events using nauty [3] with the ART nouveau method [4, 5] to find di↵usion
pathways as new environments are visited. Not constrained to simple geometries, k-ART has
been successfully applied to a number of complex systems such as interstitials in Fe, self-defect
annihilation in Si and relaxation of amorphous Si [6].

The computational complexity of the method dictates an implementation that is both e↵ective
and e�cient. In this context, e↵ectiveness means that results can be determined quickly (many
results per time unit), while e�ciency means that no computational resources are wasted (low
computational cost per result). The nature of events and the structure of the algorithm make it
possible to significantly improve the simulation through two avenues. First, the scaling of event
generation with the number of particles N , which was initially order N , can be reduced to almost
order one. The computational cost of k-ART becomes therefore linked only to the complexity
of the structure and not its size. Second, the catalog-building part of the algorithm can be
parallelized e�ciently using the Message Passing Interface (MPI) [7]. These improvements are
the core of this paper.

In the next sections, we describe briefly the k-ART method and its application to an ion-
implanted silicon box. More details can be found in Ref. [6]. We then focus on the sublinear
scaling in the number of particles and the parallelization implementation, evaluating the scaling
properties both with respect to system size and number of processors used.

2. Algorithmic overview
K-ART, like conventional KMC methods, uses an event catalog to compute the rate of escape
from a local minimum and to move the simulation forward in time. What is di↵erent is its
self-learning and o↵-lattice capabilities. The algorithm consists of four steps (see also Fig. 1):

(i) At the beginning of a step, k-ART looks at each atom in the system and analyses its local
topology (see Sec. 2.1). Using the program nauty [3], a numerical key is obtained to identify
uniquely that topology. This method enables k-ART to quickly di↵erentiate between local
atomic configurations without being constrained to a fixed lattice.

(ii) For each new topology encountered, a series of event searches, using the latest version
of the ART nouveau method [5, 8, 9] is launched. Generated events are analyzed and
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0.53 eV



0.9 eV



3.43 eV — Wooten-Winer-Weaire



Diffusion of two vacancies 

F. El-Mellouhi, NM and L.J. 
Lewis,  PRB 78, 153202 
(2008).

~1000 atoms
Stillinger-Weber potential
2 vacancies
500 K
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Elastic effects - specific barriers

~1000 atoms
Stillinger-Weber 
potential
6 vacancies
500 K

~1200 events

120 μs



~1000 atoms
Stillinger-Weber 
potential
6 vacancies

Only generic events, 
no relaxation for 
barriers

500 K

~5000 events

0.001 s

Only generic events



500 K, 8 interstitials 
and vacancies pairs, 

8000 atoms

Stillinger-Weber 
potential

Example #1: Interstitials and Vacancies

5-fold 
coordinated 

atoms

3-fold 
coordinated 

atoms



Interstitials and Vacancies

Second arrow : an 
orthodox IV 
recombination.

First arrow : we see a 
metastable oscillatory 
state within an IV 
recombination 
process. kART spends 
more time when new 
topologies appear and 
spends little time for 
KMC steps
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Interstitials and Vacancies

We reach long time-
scales with a rather 
large system (8000 
atoms) at a 
temperatures 
comparable to those of 
experiments (500K).

kART spends more 
time when new 
topologies appear and 
spends little time for 
KMC steps

k-ART analyzes the 
transitions between 
configurations 
autonomously. This is a 
big advantage compared 
to other methods.
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c-Si anneal after ion bombardment

1 ns simulated with 
MD, serves as initial 
configuration for kART 
run 

Comparison with 
nanocalorimetry 
experiments is possible 

Handling of low-
barrier by basin mean-
rate method makes 
these runs even faster

27000 atoms box, 300 K, 1 atom implanted at 3 keV
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c-Si anneal after ion bombardment

The jumps in time are 
caused by the basin 
method acceleration. 

A large number of 
topologies must be 
explored to describe 
the correct PES 
(potential energy 
surface) and kinetics. 

We show that the 
damaged system can 
execute transitions 
with a quasi-continuum 
of energy barriers
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FIG. 5. The total potential energy of the bombarded c-Si
crystal during annealing at 300K. We show three simulations
that have the same initial configuration.
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where we performed ART searches is shown as a continuous
line.

phous silicon (a-Si), a system that has been used as a
test case for ART over the years [9, 10], can be handled
with kinetic ART.

Disordered systems are characterized by a extremely
large number of possible configurations that exclude
studies with traditional lattice-based Monte Carlo meth-
ods. Event catalog will therefore large, as almost each
atom in a box of a few thousand atoms has its own topol-
ogy, but since the topological classification is based on
local environment, it still provides for a real gain given
enough sampling.

Figure 7 shows a 13.1 µs simulation of a 1000 atoms,
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FIG. 7. Simulation of an a-Si model containing 1000 atoms
at 300K. The simulation was started using a previously buit
event catalogue of over 87 000 events. Top: The number of
new topologies searched and the total runtime as a function
of simulated time. Bottom: The change in energy per atom
and the squared total displacement as a function of simulated
time.

starting with a well-relaxed a-Si model and a pre-formed
event catalogue of over 87 000 events at 300 K. Since the
original configuration is already well-explored, the sim-
ulation needs to generate only a few events every time
a new topology is found, underlying the powerful ca-
pabilities of kinetic ART to generate and classify acti-
vated events in complex environments. nm: Nombre
d’evenements
In a system such as a-Si, the continuous distribution of

activated barriers means that there is not a clear separa-
tion between frequent and rare events. The energy cuto↵
for bac-MRM is then chosen so that the inverse of the as-
sociated rate is small compared to the desired simulated
time. Since in an amorphous system flicker-like events
can occur at any energy scale, the value must be adjusted
as a function of the degree of relaxation and temperature.
In the present case, the cuto↵ value was 0.35 eV, meaning
that while the thermodynamics is accurate at all scales,
internal dynamics on timescales lower than 120 ns is ig-
nored. This simulation required 303 CPU-hour over 6
processors for a total run-time of 50.6 hours. As shown
in Fig. 7, with a well-filled catalog, only a few unknown
topologies are visited during the simulation.
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phous silicon (a-Si), a system that has been used as a
test case for ART over the years [9, 10], can be handled
with kinetic ART.

Disordered systems are characterized by a extremely
large number of possible configurations that exclude
studies with traditional lattice-based Monte Carlo meth-
ods. Event catalog will therefore large, as almost each
atom in a box of a few thousand atoms has its own topol-
ogy, but since the topological classification is based on
local environment, it still provides for a real gain given
enough sampling.

Figure 7 shows a 13.1 µs simulation of a 1000 atoms,
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time.

starting with a well-relaxed a-Si model and a pre-formed
event catalogue of over 87 000 events at 300 K. Since the
original configuration is already well-explored, the sim-
ulation needs to generate only a few events every time
a new topology is found, underlying the powerful ca-
pabilities of kinetic ART to generate and classify acti-
vated events in complex environments. nm: Nombre
d’evenements
In a system such as a-Si, the continuous distribution of

activated barriers means that there is not a clear separa-
tion between frequent and rare events. The energy cuto↵
for bac-MRM is then chosen so that the inverse of the as-
sociated rate is small compared to the desired simulated
time. Since in an amorphous system flicker-like events
can occur at any energy scale, the value must be adjusted
as a function of the degree of relaxation and temperature.
In the present case, the cuto↵ value was 0.35 eV, meaning
that while the thermodynamics is accurate at all scales,
internal dynamics on timescales lower than 120 ns is ig-
nored. This simulation required 303 CPU-hour over 6
processors for a total run-time of 50.6 hours. As shown
in Fig. 7, with a well-filled catalog, only a few unknown
topologies are visited during the simulation.
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phous silicon (a-Si), a system that has been used as a
test case for ART over the years [9, 10], can be handled
with kinetic ART.

Disordered systems are characterized by a extremely
large number of possible configurations that exclude
studies with traditional lattice-based Monte Carlo meth-
ods. Event catalog will therefore large, as almost each
atom in a box of a few thousand atoms has its own topol-
ogy, but since the topological classification is based on
local environment, it still provides for a real gain given
enough sampling.

Figure 7 shows a 13.1 µs simulation of a 1000 atoms,
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FIG. 7. Simulation of an a-Si model containing 1000 atoms
at 300K. The simulation was started using a previously buit
event catalogue of over 87 000 events. Top: The number of
new topologies searched and the total runtime as a function
of simulated time. Bottom: The change in energy per atom
and the squared total displacement as a function of simulated
time.

starting with a well-relaxed a-Si model and a pre-formed
event catalogue of over 87 000 events at 300 K. Since the
original configuration is already well-explored, the sim-
ulation needs to generate only a few events every time
a new topology is found, underlying the powerful ca-
pabilities of kinetic ART to generate and classify acti-
vated events in complex environments. nm: Nombre
d’evenements
In a system such as a-Si, the continuous distribution of

activated barriers means that there is not a clear separa-
tion between frequent and rare events. The energy cuto↵
for bac-MRM is then chosen so that the inverse of the as-
sociated rate is small compared to the desired simulated
time. Since in an amorphous system flicker-like events
can occur at any energy scale, the value must be adjusted
as a function of the degree of relaxation and temperature.
In the present case, the cuto↵ value was 0.35 eV, meaning
that while the thermodynamics is accurate at all scales,
internal dynamics on timescales lower than 120 ns is ig-
nored. This simulation required 303 CPU-hour over 6
processors for a total run-time of 50.6 hours. As shown
in Fig. 7, with a well-filled catalog, only a few unknown
topologies are visited during the simulation.
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 Taking care of low-energy barriers

The Mean Rate Method

transient 
states

absorbing 
states

Separate states 

• low-energy barriers
• fast transitions 

between t.s.

• high-energy barriers

• final states: after 
some time the system 
will end up in a a.s.

Puchala et al., JChP 132, 134104 (2010)
LK Béland, P Brommer, F El-Mellouhi, J-F Joly and NM, PRE 84, 



Tabu: Taking care of low-energy barriers



MRM in kART

• Basin exploration is 
–costly,  
–even unnecessary (early exit to absorbing 

state).
• Basins are explored and constructed

on the fly!
• kART studies transitions (events), classifies:

basin events

exit events

(according to barrier height, reverse barrier height)



The Basin Mean Rate Method in kART

Starting from state A:
• Identify events.
• If any event could be 

in basin (low barrier), 
activate basin search.

blue: potential basin
green: ordinary event

event 1

event 2

ev
en

t 6

event 3

event 5

event 4

State A



The Basin Mean Rate Method in kART

event 10

ev
en
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event 11

event 7

event 4

State A

State B

event 1
event 5

event 2

event 3

event 9

ev
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red: states and events in basin

Search for new events  
originating from state B.



The Basin Mean Rate Method in kART



The Basin Mean Rate Method in kART

• The transition matrix is computed

• Applying this matrix over the initial state of the 
basin, computing all possible number of jumps

   we can compute the average residence time in 
basin  
   state i before the system exists the basin  
• This allows to compute the rate for leaving the 

basin (j here is an exit state)

LAURENT KARIM BÉLAND et al. PHYSICAL REVIEW E 84, 046704 (2011)

Total simulation time for this system is significant and
Fig. 11 (top) shows the evolution of simulation time as a
function of computer time for a code running on a single 2.66
GHz Intel Xeon X5550 CPU starting from a preconstructed
catalog. The use of a parallel version of the algorithm
coupled with a more extensive catalog is expected to reduce
considerably the computational efforts for this simulation.
Already, however, we see that k-ART can be a useful tool
for these complex systems.

V. CONCLUSION

In this paper we present in detail the kinetic ART algorithm,
a versatile self-learning on-the-fly, off-lattice kinetic Monte
Carlo method. This method couples ART nouveau [15], a
very efficient nonbiased open-ended algorithm for finding
transition states [21,22], with a topological classification of
events based on NAUTY, a powerful packaged developed by
McKay [16].

Kinetic ART constructs a reusable event catalog that
improves the efficiency of the algorithm over time. Events
are stored as generic events coupled to a given topology. To
fully include elastic deformations, the lowest-energy barriers
are separately relaxed to specific events to fully account
for geometrical and elastic deformations. By construction,
the algorithm also automatically identifies cases when the
topology does not correspond to a single geometry, ensuring
that the basic approximations are valid for all events. For
efficiency, k-ART also includes local force calculations,
allowing sublinear scaling with system size, and an exact
handling of flickers extended from the mean-rate method [30].
Other acceleration techniques, such as parallel handling of
event relaxation and generation, are also implemented in the
current version of the k-ART package.

To demonstrate k-ART’s versatility, we applied the algo-
rithm to three problems: vacancy-interstitial annihilation in
c-Si, interstitial diffusion in Fe, and relaxation of a-Si. Clearly
the algorithm, although slower than standard KMC, can handle
accurately complex systems with many tens of thousands
of topologies much faster than MD, opening the possibility
of studying problems that have long remained out of reach of
simulation.
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APPENDIX: THE MEAN RATE METHOD

Following Puchala et al. [30], the system is separated
in transient states and absorbing states. To determine the
probability to exit the basin to state x, we calculate the
transition probability matrix T, with components

Tji = Ri→j∑
k Ri→k

= τ 1
i Ri→j , (A1)

where Ri→j is the rate going from basin state i to basin state
j , and the summation is over all basin and exit states k. τ 1

i , the
reciprocal of the sum of all rates leaving state i, is the mean
residence time in state i each time it is visited. The occupation
probability vector of all basin states after in-basin jump m (and
before m + 1), !(m) is thus given by repeated application of
T to the initial occupation probability "i(0) = δis , where s is
the starting state. The sum of the occupation probabilities over
all possible number of jumps gives the average number each
basin state is visited:

!sum =
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Tm!(0) = (1 − T)−1!(0), (A2)

from which the mean residence time in basin state i before
leaving the basin can be calculated:
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These residence times are then used to accelerate the basin exit
rates from basin state i to exit state j according to

⟨Ri→j ⟩ = τi∑
k τk

Ri→j , (A4)

with k summing over all basin states. The next KMC step
is then determined using standard KMC rules, using these
accelerated rates.

In contrast to the first passage time analysis (FPTA) [30,63],
the mean rate method is computationally much simpler, as it
requires a single matrix inversion to calculate the modified
rates, after which the ordinary KMC rules apply. This comes
at a cost: There is no correlation between the randomly
determined residence time and the selected exit state. Puchala
et al. find [30] that in measuring average quantities after many
steps, both MRM and FPTA yield the same results.
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Total simulation time for this system is significant and
Fig. 11 (top) shows the evolution of simulation time as a
function of computer time for a code running on a single 2.66
GHz Intel Xeon X5550 CPU starting from a preconstructed
catalog. The use of a parallel version of the algorithm
coupled with a more extensive catalog is expected to reduce
considerably the computational efforts for this simulation.
Already, however, we see that k-ART can be a useful tool
for these complex systems.

V. CONCLUSION

In this paper we present in detail the kinetic ART algorithm,
a versatile self-learning on-the-fly, off-lattice kinetic Monte
Carlo method. This method couples ART nouveau [15], a
very efficient nonbiased open-ended algorithm for finding
transition states [21,22], with a topological classification of
events based on NAUTY, a powerful packaged developed by
McKay [16].

Kinetic ART constructs a reusable event catalog that
improves the efficiency of the algorithm over time. Events
are stored as generic events coupled to a given topology. To
fully include elastic deformations, the lowest-energy barriers
are separately relaxed to specific events to fully account
for geometrical and elastic deformations. By construction,
the algorithm also automatically identifies cases when the
topology does not correspond to a single geometry, ensuring
that the basic approximations are valid for all events. For
efficiency, k-ART also includes local force calculations,
allowing sublinear scaling with system size, and an exact
handling of flickers extended from the mean-rate method [30].
Other acceleration techniques, such as parallel handling of
event relaxation and generation, are also implemented in the
current version of the k-ART package.

To demonstrate k-ART’s versatility, we applied the algo-
rithm to three problems: vacancy-interstitial annihilation in
c-Si, interstitial diffusion in Fe, and relaxation of a-Si. Clearly
the algorithm, although slower than standard KMC, can handle
accurately complex systems with many tens of thousands
of topologies much faster than MD, opening the possibility
of studying problems that have long remained out of reach of
simulation.

ACKNOWLEDGMENTS

This work has been supported by the Canada Research
Chairs program and by grants from the Natural Sciences

and Engineering Research Council of Canada (NSERC) and
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in transient states and absorbing states. To determine the
probability to exit the basin to state x, we calculate the
transition probability matrix T, with components
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These residence times are then used to accelerate the basin exit
rates from basin state i to exit state j according to
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with k summing over all basin states. The next KMC step
is then determined using standard KMC rules, using these
accelerated rates.

In contrast to the first passage time analysis (FPTA) [30,63],
the mean rate method is computationally much simpler, as it
requires a single matrix inversion to calculate the modified
rates, after which the ordinary KMC rules apply. This comes
at a cost: There is no correlation between the randomly
determined residence time and the selected exit state. Puchala
et al. find [30] that in measuring average quantities after many
steps, both MRM and FPTA yield the same results.

[1] A. B. Bortz, M. H. Kalos, and J. L. Lebowitz, J. Comput. Phys.
17, 10 (1975).

[2] K. A. Fichthorn and W. H. Weinberg, J. Chem. Phys. 95, 1090
(1991).

[3] A. F. Voter, F. Montalenti, and T. C. Germann, Annu. Rev. Mater.
Res. 32, 321 (2002).

[4] A. F. Voter, in Radiation Effects in Solids, NATO Science
Series, Series II: Mathematics, Physics and Chemistry, edited by

K. Sickafus, E. Kotomin, and B. Uberuaga, Vol. 235 (Springer,
Dordrecht, Netherlands, 2007), pp. 1–23.

[5] D. R. Mason, R. E. Rudd, and A. P. Sutton, J. Phys. Condens.
Matter 16, S2679 (2004).

[6] T. Sinno, J. Cryst. Growth 303, 5 (2007).
[7] O. Trushin, A. Karim, A. Kara, and T. S. Rahman, Phys. Rev. B

72, 115401 (2005).
[8] G. Henkelman and H. Jónsson, J. Chem. Phys. 111, 7010 (1999).

046704-10
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are stored as generic events coupled to a given topology. To
fully include elastic deformations, the lowest-energy barriers
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for geometrical and elastic deformations. By construction,
the algorithm also automatically identifies cases when the
topology does not correspond to a single geometry, ensuring
that the basic approximations are valid for all events. For
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allowing sublinear scaling with system size, and an exact
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event relaxation and generation, are also implemented in the
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To demonstrate k-ART’s versatility, we applied the algo-
rithm to three problems: vacancy-interstitial annihilation in
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accurately complex systems with many tens of thousands
of topologies much faster than MD, opening the possibility
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simulation.
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reciprocal of the sum of all rates leaving state i, is the mean
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probability vector of all basin states after in-basin jump m (and
before m + 1), !(m) is thus given by repeated application of
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the starting state. The sum of the occupation probabilities over
all possible number of jumps gives the average number each
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These residence times are then used to accelerate the basin exit
rates from basin state i to exit state j according to

⟨Ri→j ⟩ = τi∑
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with k summing over all basin states. The next KMC step
is then determined using standard KMC rules, using these
accelerated rates.

In contrast to the first passage time analysis (FPTA) [30,63],
the mean rate method is computationally much simpler, as it
requires a single matrix inversion to calculate the modified
rates, after which the ordinary KMC rules apply. This comes
at a cost: There is no correlation between the randomly
determined residence time and the selected exit state. Puchala
et al. find [30] that in measuring average quantities after many
steps, both MRM and FPTA yield the same results.
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The Basin Mean Rate Method in kART

• Basin is constructed “on the fly” – no 
unnecessary exploration.

• Realistic distribution of final states.

• If selected event does not originate from 
current state: Trace system back through 
shortest path to originating state (burning 
algorithm).

• Ignores correlation between exit state and 
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FIG. 13. Distribution of the selected energy barriers as func-
tion of the logarithmic simulated time for both BEP (green
triangle) and KMC (blue squares) simulations. The black line
provides a rough estimate of energy threshold for the events
with barrier height in the top 10 % of the selected events in
a given time interval.

FIG. 14. Asymmetry energy, i.e. energy di↵erence between
the final and initial energy states, for events within the top
highest 10 % energy barrier as function of logarithmic simu-
lated time.

both BEP and KMC sampling techniques. Fig. 15 shows
the evolution of the total energy of a Fe box with 50 va-
cancies as a function of simulation time (inset, as a func-
tion of k-ART steps). Focusing on energy as a function of
time, all simulations follow a relatively similar relaxation
pathway over 10 ms, with the exception of BEP-bacMRN
(light blue) that remains stuck at -7750.

As a function of K-ART step (see inset), however,
KMC-bac-MRM still provides the fastest overall relax-
ation, reaching -7770 eV after xx steps, almost 80 %
faster than TABU-KMC or BEP. Nevertheless, in the
long run, TABU, irrespective of the sampling method,

FIG. 15. The total energy evolution for a system of 50 va-
cancies in Fe as function of logarithmic of simulated time for
2 runs of BEP with TABU and 1 run with bac-MRM, and
2 runs of KMC with TABU and 1 run with bac-MRM. inset
:Total energy their evolution as function on simulation step.

FIG. 16. Distribution of the selected energy barriers as func-
tion of the logarithmic simulated time for both BEP (green
triangle) and KMC (red triangle) simulations. The black line
provides a rough estimate of energy threshold for the events
with barrier height in the top 10 % of the selected events in
a given time interval.

manages to overcome barMRM-KMC in at least one sim-
ulation, and reaches similar levels in the three other sim-
ulations.

Since the bac-MRM is statistically exact, it preserves
the correct dynamic of the system. A close analysis of
energy evolution of the four simulations of TABU show
the sudden decrease in staircase form that is not observed
with the bac-MRM simulations. This show that real dy-
namic evolution of system is neglect while using TABU
method but keep good optimization with either k-ART or
BEP. For large scale complex system TABU become less
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FIG. 4. The total energy evolution as function of logarithmic
of simulated time for 3 run of BEP and 2 for KMC. inset
:Total energy evolution as function on simulation step for 3
run of BEP and 2 for KMC.

ways for more relaxed states while the KMC simulations
continues to evolve the system until the end of the simu-
lation, ending up between 25 and 28 eV below BEP runs.
Projecting these runs on a time axis, we see that the two
methods follow the same path until about 10 µs, at which
point the clock for BEP runs slows down noticeably com-
pared to KMC: after 1300 steps, BEP runs reach about
100 µs compared with 1 to 10 ms for KMC.

This di↵erence in e↵ective time is not caused by the
handling of flickers, since both k-ART and BEP use, here,
the bac-MRM. Moreover, these BEP simulation results
are consistent with Fan et al. [21] recent work using the
Autonomous Basin Climbing (ABC) method, a BEP-like
approach [4]. Using the same 50-vacancies Fe system,
ABC simulations produced an energy drop of 13 eV dur-
ing a simulation lasting 20,000 s while k-ART reaches
the same energy level in the first 0.1 ms of simulation
and continues to relax well-below ABC’s level. Fig. 5
(red line) compares the performance of k-ART with KMC
with that of Autonomous Basin Climbing (ABC) for this
system..

To understand the di↵erence between these two meth-
ods, we look at the time evolution of the average vacancy
cluster evolution and the mono-vacancy fraction for one
BEP and KMC simulation (Fig. 6). Once again, the two
approaches follow a similar path for the first 10 µs, which
corresponds to the clustering of about 38 % of the ini-
tial value of the vacancies into small clusters (averaged
size 2). At that stage, the structural evolution of the
BEP run comes almost to a stop while the KMC sim-
ulation continues with clusters reaching an average size
of 13 as the proportion of mono-vacancies falls to less
than 12.5 %. of the initial. These results are in line with
those of Fan et al. (bleu line Fig. 5), for which the mono-
vacancy fraction decrease only 52 % of the initial value
(averaged size 6) after 20 000 s and they are clearly seen

K"ART&
Time:&1&s&

Fan&et&al&
Time:&20&000&s&

FIG. 5. Comparison of k-ART vs. ABC relaxation of an
2000-atom iron system with 50 vacancies initially distributed
at random. Red line: total energy evolution as function of
logarithmic of simulated time; green line: evolution of clus-
ter size and the mono-vacancies as function of logarithmic of
simulated time, blue line: evolution of the fraction of mono-
vacancies as function of logarithmic of simulated time.NM:
Gawonou: Il faut refaire cette figure avec tes donnees.

FIG. 6. Comparison of k-ART vs. BEP with structural evo-
lution. Top: Evolution of the average cluster size as function
of logarithmic of simulated time for a KMC (blue line) and
BEP (green line) run. Bottom: Evolution of the fraction
of mono-vacancies as function of logarithmic simulated time
(same color code NM: same color code as what?).

in the snapshots taken during the evolution of both BEP
and KMC simulations (Fig. 7). Even at 10 µs, we note
a di↵erence in the number of isolated vacancies between
the two runs.
To further characterize the kinetic evolution of these

two simulations sets, we analyze the evolution of the en-
ergy barrier height for all selected events. Fig. 8 shows
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:Total energy evolution as function on simulation step for 3
run of BEP and 2 for KMC.
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ABC simulations produced an energy drop of 13 eV dur-
ing a simulation lasting 20,000 s while k-ART reaches
the same energy level in the first 0.1 ms of simulation
and continues to relax well-below ABC’s level. Fig. 5
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ods, we look at the time evolution of the average vacancy
cluster evolution and the mono-vacancy fraction for one
BEP and KMC simulation (Fig. 6). Once again, the two
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size 2). At that stage, the structural evolution of the
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ulation continues with clusters reaching an average size
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FIG. 6. Comparison of k-ART vs. BEP with structural evo-
lution. Top: Evolution of the average cluster size as function
of logarithmic of simulated time for a KMC (blue line) and
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in the snapshots taken during the evolution of both BEP
and KMC simulations (Fig. 7). Even at 10 µs, we note
a di↵erence in the number of isolated vacancies between
the two runs.
To further characterize the kinetic evolution of these

two simulations sets, we analyze the evolution of the en-
ergy barrier height for all selected events. Fig. 8 shows



Parallelisation

• Master creates a list of topologies to be 
searched and distributes the tasks to each 
node in sequence

• Same approach for refining specific events
• first a list is constructed
• tasks are then dispatched to nodes, in 

sequences
• This ensures maximum flexibility for adapting 

to the number of available nodes.
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Figure 8. Computational cost to simulate
the first KMC step in a-Si without catalog,
relative to serial performance.

by the generic event searches and the cost of both the specific event searches and serial code is
completely negligible (the small number of low energy events explain the decreasing e�ciency
of the specific event portion of the code after 4 CPUs). The total computational cost remains
relatively constant even for a large number of CPUs. This can be seen in Fig. 7, where we see
that parallelization e�ciency of generic event searches is almost perfect for up to 128 CPUs.
Since the e�ciency is highly dependent on the ratio of the number of searches to the number
of CPUs available, the result is due to the very large number of searches. This confirms that a
more complex system, with more topologies to explore, will parallelize better than a simple one.

We note, moreover, that even with 128 CPUs, the event analysis bottleneck on the master
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of the specific event portion of the code after 4 CPUs). The total computational cost remains
relatively constant even for a large number of CPUs. This can be seen in Fig. 7, where we see
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of CPUs available, the result is due to the very large number of searches. This confirms that a
more complex system, with more topologies to explore, will parallelize better than a simple one.
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Handling large systems

force call first identifies atoms upon which forces exceed a given threshold. Forces and energy are
then updated only on those active atoms and their first neighbours, as deformations propagate
locally. With this adaptive local-force calculation, the cost of generating an event becomes
almost system-size independent.

We see in Fig. 4 that the system behaves phenomenologically with an order N0.4 scaling.
While this is not quite order 1, it means that an event in a 25 000 atom box costs only 3.5 times
more CPU time than one in a 1000 atom cell.
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System size (atoms)

Figure 4. The mean time to
attempt a generic event search for
systems of various sizes. The initial
configuration for each simulation
was a c-Si box containing 1000 to
27000 atoms with four vacancies
in each. The simulations were
performed at 500 K and run on a
2.66 GHz single core on a quad-core
Xeon processor. The blue squares
correspond to the data, while the
green line is a least-square fit of
f(N) = 2.3N0.4

We also ensure that computational e↵orts spent in a region of the system which stays
unchanged from one KMC step to another are not lost. A modest amount of bookkeeping allows
the program to recycle specific events when the local environment associated with these is kept
untouched. To take into account elastic deformation, all specific saddle points are reconverged,
but this step is considerably cheaper than refining from a generic conformation since the starting
configuration is much closer to the real transition state.

4.2. MPI implementation

In the serial version of our algorithm, the program spends most of its time generating and refining
events that are independent from each other. Our current implementation of the parallel version
of k-ART focuses on optimizing this process by using a master node to perform the topological
analysis and apply the KMC algorithm (steps 1 and 4) while the search for generic events and
the refining of specific events (steps 2 and 3) are dispatched to workers.

For the event generation phase, the master process loops through the list of topologies to be
searched and sends a search task to each available worker. The workers then apply the ART
nouveau algorithm for a given atom. If the search for a saddle point and associated final state
is successful, the worker checks whether the event is acceptable. Finally, the result (success or
failure) is sent back to the master process. The main thread receives the information and checks
whether the event is new or not. New events are then added to the event database. Every time
a worker sends its results to the master, another task is sent back. This is done until the search
list has been exhausted.

For the event refinement phase, the master process goes through the rate histogram as in the
serial version. If events in the current energy bin need to be refined, a refinement task for each
atom with the event’s topology is sent to the workers. The workers refine the saddle point and
send their result back (success or failure) to the master. The more events share the same energy
bin (are closer in energy), the more workers processes can be used to refine them concurrently.

In our implementation, the master thread alone is responsible for all bookkeeping (tables
of topologies, events, basins); the workers only need to know the starting configuration of the

6



Towards large scale systems

! Local force computation  

! Verlet neighbor lists 

! Cell lists

Local force computation region

Topology computation region



Reusing specific events

! After each kMC step, 
keep events specific to 
atoms that have not 
changed topology. 

! Each atom has its own 
event list 

! If an event is in the top 
99.9 % of the CDF, 
reconverge the saddle.

Specific events on these atoms will be kept

Atoms that changed topology 
(compute new spec events)



Benchmarking
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Simulation

27000 atoms  
16 defects

« Interstitials » in 
blue 

« vacancies » in 
yellow 

A dumbell 
interstitial is 
represented as 
two interstitials 
and a vacancy



Application to amorphous silicon

1. What is the relation between average 
coordination (i.e. defects) and 
relaxation?

2. How do defects move?

3. No accelerated technique has been 
applied to these disordered materials



Application to 
amorphous silicon

1000-atom box

modified Stillinger-Weber 
potential 
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FIG. 11. Simulation of a-Si in a 1000-atom box at 300 K. The top figure shows the number of

searched topologies and the total CPU time used by the simulation. The bottom figure shows the

change in energy and the total accumulated squared displacement. The simulation was started

with a catalog from an earlier simulation. The system flickers between two neighboring states until

it finds a way to relax further. This leads to a sequence of configurations never seen before and

the CPU time needed per step increases with the number of new topologies to explore.

model of a-Si, for example, no two atoms share the same topology and even after many

thousands of events, topologies encountered more than once are rare. A meaningful catalog

requires therefore the combination of many independent KMC trajectories started from

various initial configurations.

At first, since each atom has its own topology, the number of initial events to be gen-

erated is very large. Successive steps tend to be much less expensive and the number of

new topologies per step depends strongly on the amplitude of the displacement during the

previous KMC step. Small displacements observed during flickers usually result in less than

22



Stability of vacancies

999-atom box (1 vacancy)

modified Stillinger-Weber 
potential

T=300 K

Initial catalog: 32 120 events

Ebasin = 0,45 eV

24 processors (Intel 
Westmere-EP).

Most vacancies disapear 
within 1 ns

Here, vacancy survives after 
120 μs
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Is it right??

Vacancies in Iron

while correspondingly the number of larger vacancy clus-
ters increases significantly. For the purpose of interpreting
these results, we focus on simulations in which the starting
configuration had vacancy clusters of average size around
6 vacancies per cluster, consistent with the state at the
beginning of the PAS measurements in Ref. [19]. The
potential energy landscape for the system evolution
[exemplified in Fig. 1] is constructed from 228 NEB cal-
culations based on 229 successive minimum energy states
explored by the ABC method. The resulting PES is shown
in Fig. 2(a). The average size of vacancy clusters increases
from 6 to 9, while the system systematically evolves to-
ward lower energy configurations.

On the basis of the energy landscape thus produced, the
temperature and time dependence of the average cluster

size are then obtained by KMC simulations. Using initial
configurations [same as at the beginning of the PES in
Fig. 2] which have an average cluster size of 6, the
simulation is terminated when the average cluster size
reaches 9. The initial temperature and annealing rate are
set at 50 !C and 0:01 K=s, respectively, the conditions
reported in the PAS experiments [19].
Figure 3 shows the temperature variation of the average

vacancy cluster size predicted by our KMC simulations
over a time duration of about 2" 104 s. Also shown are the
intensity data from PAS experiments [19]. To compare the
temperature dependence of cluster size prediction with
intensity measurements, the two results are normalized
(admittedly arbitrarily) at a temperature of #120 !C in
the middle of the plateau region. In the simulated results,
below 150 !C the clusters are stable and exhibit a slow
increase in average size from 6 to 6.5. This is because the
defect clusters are rather immobile and do not interact
much with each other. In this temperature range the acti-
vated processes with low barriers are the migration of
monovacancies and shape change of vacancy clusters.
From the potential energy landscape perspective, the
system is trapped in a local minimum and the thermal
fluctuations are not sufficient to activate cluster evolution.
This minimum is shown in the inset of Fig. 2(a). The entry
barrier from the left side into this region is lower than 1 eV,
which makes the process feasible at low temperatures
(< 150 !C). Once the system is in this region, however,
further evolution forward or backward is hindered by high
barriers. To evolve forward out of this minimum, the
system needs to overcome a 1.6 eV barrier, which implies
a relatively high transition temperature or a nearly constant
average cluster size below the transition temperature [see
Regime I in Fig. 2(b)]. When the temperature exceeds
150 !C, the system is able to overcome the forward barrier.
At the same time the remaining monovacancies disappear,
as seen from the sudden drop of the plot in Fig. 2(c).
Correspondingly, the cluster size begins to grow. The

FIG. 2 (color online). (a) The PES for a subset of the structural
evolution shown in Fig. 1(a), with initial and final average
clusters of 6 and 9 vacancies, respectively. Inset: A region on
the PES where the system is trapped in the early stages of
evolution. (b) The average vacancy cluster size associated with
the PES in (a). (c) Fraction of monovacancies among all the
defects during structural evolution. (d) Evolution of vacancy
clusters corresponding to the size increase from Regime II to
III in (b).

FIG. 3 (color online). Temperature dependence of the average
cluster size (red points) simulated by KMC based on the PES in
Fig. 2(a), and the PAS data (blue points) [19] showing the
relative intensity of vacancy clusters with size larger than 10.
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Nanovoid (10-15 vacancies) 
formation time scale:  20 000 
seconds 

using KMC + Autonomous 
climbing basin method



Vacancies in Iron
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Vacancy at the CuZr interface



Vacancy at the CuZr interface
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CONCLUSIONS

Kinetic ART is an efficient on-the-fly kinetic Monte-
Carlo algorithm

It uses a topological description for the classification 
of events; the flexibility of nauty allows us to take 
into account multiple components and more

It defines two classes of events:

low-energy barriers that must be refined after 
each event

high-energy barriers which are treated as 



Kinetic ART should be particularly useful for the study of 
diffusion in when strain effects are important or 
asymmetries prevent the use of standard KMC (e.g. 
presence of defects, interface, etc.). 

It is ideal for problems where the type of barriers 
evolves with time — self-organisation and aggregation 
phenomena

A number of details make the method efficient:
parallelization
recycling of low-energy barriers
handling of highly symmetric events
handling of blinkers
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